Decision Making

________________________________________

1) Describe the difference between decision making under certainty and decision making under uncertainty. 

2) Briefly discuss the rules for decision making under certainty.

3) Describe the steps for making a decision under uncertainty and describe the kinds of errors typically made at each step in the process. 

4) Define and illustrate some common decision making heuristics.

Syllogisms - Decision making under certainty

______________________________________________

If we are on a long car trip, 

my wife is asleep.  

	Syllogism
	Fact
	Inference
	Validity?

	p is true, 

   (q is true
	We are on a long car trip.
	(Tammy is asleep.
	Valid



	p is false, 

   ( q is false
	We are NOT on a long car trip.
	(Tammy is not asleep.
	Invalid



	q is true, 

   (p is true
	Tammy is asleep.
	(We are on a long car trip.
	Invalid



	q is false, 

   (p is false
	Tammy is not asleep.
	(We are not on a long car trip.
	Valid




Interpreting scientific papers:

· Scientist makes a prediction: ‘If p, then q’
· Run an experiment showing that q is true

· Conclude that p is also true.



May not be the case.  

Drawing inferences under uncertainty

______________________________________________

Where should I go to graduate school?

· Important assumption: There is a best choice and any other choice will be a disaster?

1) Gathering information
· get graduate program

· get website URL

· Find people who went to grad school

2) Sampling information
· READ graduate program

· READ website

· Talk to Prof. Schulkind

3) Selecting relevant data
· Geographical location

· Fellowships

4) Integrating information
· Prioritizing

Common inference errors 

______________________________________________

1) Gathering information
· Erroneous theories

· confirmation bias

2) Sampling information
· confirmation bias

· representativeness of sample

· sample size 

· sampling bias

3) Selecting relevant data
· regression to the mean

· dilution effect

4) Integrating information
· conjunction fallacy

· covariance errors

· IP constraints

· framing effects

· Peak-End rule

· base rates

Gathering information – Erroneous Theories
______________________________________________

Is it going to rain?  

· Clouds make rain.  

(  If there are no clouds, it will not rain.
I’m thinking about taking Stats from Schulkind.  Is he a good professor?  Yes because…

· …I got a good grade.

· …occasionally, he tells a funny story.

· …he donates blood regularly. 

· …even though I didn’t learn a damn thing, I figure that it was probably my fault.  

Confirmation Bias:

Affects both Gathering and Sampling

______________________________________________

When trying to determine the validity of an assertion:

1) Information search is highly biased towards finding confirming evidence. (gathering)

2) Information search terminates too quickly.



(sampling)

______________________________________________

I read a report in the newspaper claiming that women are worse drivers than men.  Do I believe the report?

· Yes, because of my friend Carrie.

______________________________________________

You read a report in the newspaper claiming that men are worse drivers than women because they get more tickets and have more accidents.  Do you believe it?

Man: 
 No, because men drive more often than women.

Woman: Yes, because my husband always speeds.

________________________________________

Should we drill for oil on federal lands in Alaska?

· What does Rush Limbaugh think?

Other Sampling errors

______________________________________________

When 

Anne Keothavong
 looks in the mirror.  

Does she say, "I'm a good tennis player!"?

______________________________________________

Representativeness of sample

· extreme values will throw off sample

Sample size 

· small samples are less likely to be representative

Sampling bias

· Who/what are you going to sample?  

Things that are available.

Selection Errors

______________________________________________

Regression to the mean

· Sports Illustrated jinx; Madden NFL jinx
· Are children typically taller than their parents?

· You bomb the first exam, but do better on the second.  Whew, now I know what I’m doing!

Dilution

· unrelated information waters down people’s predictions.  

“Just the facts, ma’am”

Integration errors

______________________________________________

Conjunction Fallacy

I randomly select a student from this class:


a) What is the probability that the student is a male?

b) What is the probability that the student is a male who – on at least one occasion – drank more alcohol than he should have?

More Integration Errors: Covariation
______________________________________________

	
	Scored at least 1 goal
	Shut out

	Stick Toss


	60%


	20%

	No Stick Toss


	15%
	5%


Illusory Correlation - a mistaken impression that two things go together.

Preparing for the MCAS

__________________________________________

You are the principle of Belchertown High.  You are concerned that your 600 seniors won’t pass the MCAS.  Your brother-in-law - the Vice Principal - devises two test preparation plans.  


A) 400 people will fail.


B) 1/3 chance that no one will fail; 2/3 chance that 

all will fail.

Which plan do you choose?

The end of Nepotism

______________________________________________

You decide to fire your stupid brother-in-law.  The new Vice Principal also devises two test preparation plans.  


C) 200 people will pass.


D) 2/3 chance that no one will pass; 1/3 chance that 

all will pass.

Which plan do you choose?

Integration Errors: Framing Effects
______________________________________________

When our choices are framed in terms of gains, we are 

risk-aversive.

EX: Choose between winning $250, and a gamble in which there is a 25% chance you will win $1000, and a 75% chance you will win 0.

When our choices are framed in terms of losses, we 

are risk-seeking.

EX: Choose between losing $250, and a gamble in which there is a 25% chance you will lose $1000, and a 75% chance you will lose 0.

Harinck, Van Dijk, Van Beest, & Mersmann (2007)

______________________________________________

Theoretical Question: Are losses ever more significant than gains?

Empirical Question: Will people rate small gains more pleasant than they rate small losses as unpleasant?
Introduction:

· Experienced vs. anticipated gains/losses

· The Hedonic principle: what is it?

· Why might people not experience small losses as deeply as large losses?

· How are large and small gains treated?

E1: Rate pleasantness associated with loss/gain

[image: image1.emf]
· How do you feel about the use of multiple t-tests?
Harinck, et al. (2007)

______________________________________________

E2: bets placed with a bookmaker

[image: image2.emf]
E3: Gain/loss ratio 

[image: image3.emf]
Interpretation:
· How did the authors’ explain their data?
· What are order effects?  Why/how did the authors try to eliminate order effects?

· Why is the endowment effect relevant?

More Integration errors:

Another example of Framing Effects
______________________________________________

You are going to a movie in NYC where movies cost $10.  

a) You buy your ticket, but somewhere between the ticket counter and the usher, it disappears.  Do you buy another ticket?

b) When you reach into your wallet to buy your ticket, you realize that you have lost $10 earlier in the day.  Do you still buy a ticket for the movie?

More Integration errors: Do, Rupert, and Wolford (2008)
______________________________________________

Theoretical questions: Does the peak-end rule influence positive experiences?

Empirical question: Will people rate ‘great gift + so-so gift’ as less desirable than just ‘great gift’?

Experiment 1: DVD choice with adults
[image: image4.emf]
Experiment 2: Halloween candy with kids
[image: image5.emf]
Interpretation: 
1. Are these data consistent with the peak-end rule?

2. Do you think the results of the experiment might differ if the gifts were more valuable?

Ignoring the Base Rate

______________________________________________

A hit-and-run accident involving a taxi took place at midnight on the corner of S. Pleasant and Main.  30% of the cabs in town are Yellow; the rest are Green.  What is the probability that the cab involved in the accident was Yellow?

Two days later, an eyewitness who was leaving Charlie's Tavern at the time of the accident, comes forward.  He says that it was too dark for him to identify the color of the van, but the driver, who briefly got out of the cab, was a male with long hair.  The cab in question was an older model and it had a small dent on the right rear fender.

What is the probability that the cab was Yellow?

Bayes Theorem

______________________________________________

10% of all college students use drugs.  A given drug test correctly yields a positive result for 90% of drug users (bad college students), but incorrectly yields a positive result for 10% of non-drug users (i.e., good college students).  What is the probability that one of my students is a drug user if the drug test comes out positive?

	
	+
	-
	

	User
	9
	1
	10

	N-U
	9
	81
	90

	
	18
	82
	100


50% of all college students use drugs…

	
	+
	-
	

	User
	45
	5
	50

	N-U
	5
	45
	50

	
	50
	50
	100


Kahneman and Tversky (1973)
______________________________________________

3 factors should influence judgments:

· Base rate

· Individuating information

· Reliability of individuating information

	Area of Study
	Base Rate
	Similarity
	Likelihood

	
	
	
	

	Business
	15
	3.9
	4.3

	Computers
	7
	2.1
	2.5

	Engineering
	9
	2.9
	2.6

	Humanities
	20
	7.2
	7.6

	Law
	9
	5.9
	5.2

	Library
	3
	4.2
	4.7

	Medicine
	8
	5.9
	5.8

	Nat. Science
	12
	4.5
	4.3

	Soc. Science
	17
	8.2
	8.0

	Correlation
	-.65
	.97
	


Did the SS think the descriptions were accurate?

Did the SS think the descriptions were diagnostic?  

Did SS understand how to apply base rate information?

More on Kahenman and Tversky (1973)
__________________________________________

Out of a sample of 100 men, 30 are lawyers and 70 are engineers.  

Description #1: Jack is a 45-year-old man.  He is married and has four children.  He is generally conservative, careful and ambitious.  He show no interest in political and social issues and spends mot of his free time on his many hobbies, which include home carpentry, sailing, and mathematical puzzles.  What is the probability that Jack is an engineer?
Description #2: Dick is 30 years old.  He is married with no children.  A man of high ability and high motivation, he promises to be quite successful in his field.  He is well liked by his colleagues.  What is the probability that Dick is an engineer?

________________________________________

Predicted results:

70%
Actual results:

50%
Interpretation:
People ignore base rate in favor of representativeness
Algorithms and Heuristics

______________________________________________

Algorithm - a set of well-defined steps that will necessarily lead to an accurate conclusion

Benefit: 



Cost:


Heuristic - a short-cut or rule-of-thumb that past experience demonstrates results in reasonably accurate conclusions.

Benefit: 

Cost:


EX: Finding a book in the library


Applications to problem solving

Common Decision Making Heuristics

______________________________________________

Availability Heuristic - the easier it is to call something to mind, the more likely that event is to occur

EX: More people die each year from:



a) lightning strikes (3x)



b) tornadoes

Representativeness Heuristic - make decision based on how likely it is that an object belongs to a given category

EX: social judgments


parents talking about their child genius

Subjective randomness - people’s idea of what constitutes a random event isn’t exactly random

EX: Random Dot Man
I draw a sample of 3 students from this class and record their height.  Which of the following is more likely to be a random sample?

65, 65, 65

or

64, 68, 63

More decision making heuristics

______________________________________________

Overconfidence - people typically      estimate the likelihood of a common event and          estimate the likelihood of an uncommon event.  

EX: Meteorologists


How many car accidents in the U.S. per day?


How many use Blueberry syrup at IHOP?

Gambler’s Fallacy - if there is chance event with two equally likely outcomes, x and y, then if x happens three times in a row, the probability that y will happen next is very high (or very low)


EX:
basketball shooting



gambling in Vegas (hunches)

Even more decision making heuristics
______________________________________________

Simulation heuristic - consider a number of possible outcomes for a given event; the one that is easiest to picture is the one you think will happen

EX:
What will my SO do when I mention my little 

indiscretion over Spring Break?

The time I ruined my Mom’s car…

Imagination Inflation

½ people imagine winning the lottery

½ imagine being convicted of robbery


Everyone rated the likelihood of the two events.

People rated the event they imagined higher than people who imagined the other event

Anchoring and Adjustment - the order in which we encounter stimuli affects our judgments about them; early exposures create a basis from which to make comparisons


EX:
chessboard payment



paper folding



the grill purchase

Hindsight Bias

______________________________________________

I ask you to judge the likelihood of an event (e.g., How likely is it that the Red Sox will win the World Series).  Then, I wait until after the World Series and ask you, 
“Remember that time when I asked you how certain you were that that the Red Sox would win the World Series?  What did you say?”

If the Red Sox won the World Series, your retrospective judgment of would probably overestimate estimate your original judgment.  

If the Red Sox lost the World Series, your retrospective judgment of would probably underestimate estimate your original judgment.  

Louie, Curren & Harich (2000)
______________________________________________

Theoretical question: What are the processes that produce the ‘hindsight bias’?  
Empirical question: Would team members show differential hindsight bias depending on whether their team did well or poorly?
Introduction:

· Power Company forecast

· Prediction vs. postdiction

· What are the major differences between Red Sox example (or the election example) and LCH? 

Predictions of ‘self-serving bias’:


Hindsight bias would be observed if one’s team was successful or another team failed, but not vice versa.  
Method:

Measured MBA students in kind of a zero sum game where there would be winners and losers.

Louie, et al. (2000): Results and Interpretation
______________________________________________
Table 1: Mean Hindsight Estimates

__________________________________________________________


Net likelihood of an increase

Prediction
Postdiction

__________________________________________________________

Favorable-outcome condition


Self-evaluation (n=15)
16.00
39.33

Other-evaluation (n=18)
-1.39
-0.28
Unfavorable-outcome condition


Self-evaluation (n=17)
14.12
16.18

Other-evaluation (n-18)
0.00
-17.22
__________________________________________________________
Results:

I knew WE would WIN.
I knew THEY would LOSE.
But not:



I knew WE would LOSE.

I knew THEY would WIN.

Discussion:

· Is this consistent with the self-serving bias?
· Could memory reconstruction explain these data?

· Were the students able to predict success?  

· How can hindsight bias undermine future decision?

· Ecological validity
· Expertise

Why is DM research important?

______________________________________________

Before you believe an assertion, you need to think:

· What other factors might lead to the same outcome?

· What other pieces of information do I need to know before I can evaluate the assertion?

· Have I really thought this thing through?

______________________________________________
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Example:


MS on phonological awareness and musical aptitude.







