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Chapter 1: Introduction TC  "Introduction" \l 1 

Central bank independence has become a sine qua non of European Monetary Union, even as critics in the United States urge some retrenchment of Federal Reserve independence. Observers such as Alesina and Grilli (1992) have engaged in careful analysis of whether the proposed European Central Bank will be independent, with the assumption that independence is indeed the goal. The proposed constitution of the Bank includes a clear mandate for price stability, and specifies that members of the Bank’s board serve non-renewable eight-year terms, thus presumably free from political influence. Such influence is anathema to the Maastricht accord. As Fratianni, von Hagen, and Waller (1992) note, Article 107 requires that member countries not even try to influence the bank. In the United States, meanwhile, a bill introduced in Congress would require Fed officials to meet with the president’s economic advisers, and would give the General Accounting Office the authority to audit the Fed. Others have called for producing and releasing videotapes of Federal Reserve meetings, removing the veil of secrecy that monetary policymakers enjoy. Those hoping to rein in central bank independence have encountered staunch opposition. It is clear, however, that the unmitigated enthusiasm among economists for central bank independence that the European Central Bank constitution reflects is not so prevalent in political circles.


The drafters of a constitution for a central bank face a variety of decisions about its institutional design. Should the bank conduct monetary policy at the whim of political authorities, or should its governors be unaccountable to the government? Should a bank follow rigid rules in setting inflation targets, or should bankers be allowed to use their discretion at each time period? Developing satisfactory answers to such queries requires first, an understanding of the theoretical underpinnings of interactions between governments, central bankers and other economic agents, and second, empirical examination of the consequences of central bank independence. A critical question that a designer of any economic institution faces is whether institutional design has implications for real economic performance. An affirmative response still leaves unanswered which economic goals the institution should target and how to maximize performance with respect to those goals. Can institutional activism improve on laissez-faire, or are institutional efforts to correct market imperfections bound to worsen existing problems?


This paper explores the theoretical and empirical relationship between central bank independence and one aspect of performance: the stabilization of the output level. The paper proceeds as follows. Chapter 2 surveys the literature that discusses the implications of the time-inconsistency problem for the conduct of monetary policy. This literature explores the tradeoff that a central banker faces between earning reputation and using discretion to achieve better short-run economic performance. Chapter 3 develops a macroeconomic model that endogenizes central bank independence. Countries are assumed to face demand shocks of differential severity, and countries with relatively dependent central banks are assumed to be best able to mitigate shocks. Given this benign view of central bank intervention, the model predicts more central bank independence in those countries with fewer shocks. Chapter 4 examines previous studies of the relationship between central bank independence and real economic performance, particularly Alesina and Summers (1993). The macroeconomic model of Chapter 3 suggests that one of Alesina and Summers’ tests could produce biased results. In particular, results that suggest no relationship between central bank independence and the variability of output are questioned. Chapter 5 develops and reports indicators of the effectiveness of stabilization policy and the severity of shocks in industrial countries. The several measures of stabilization policy effectiveness are designed to take into account the criticisms of Chapter 4. Chapter 6 reports the results of these tests and concludes. The evidence does not support the prediction of Chapter 3 that central bank independence is related to shock incidence. However, the data strongly suggest that countries with independent central banks have the best stabilization performance. This conclusion is consistent with the model of Chapter 3 if central banks’ attempts at stabilizing shocks in fact create new shocks or make existing shocks worse. 


Chapter 2: The Time-Inconsistency Problem  TC  "The Time-Inconsistency Problem" \l 1 
The only way to get rid of a temptation is to yield to it.

—Oscar Wilde


This chapter reviews the literature suggesting that an economic institution, in particular a central bank, may be best able to provide for economic performance by precommitting to a certain course of action. In particular, discretion to select the inflation rate at each time period rather than in advance may alter expectations in such a way as to worsen tradeoffs the central banker faces. For example, this chapter shows how in a one-period game between a central banker and the public, the central banker may seek to lower unemployment below its natural rate through high inflation. Anticipating this, the public sets inflationary expectations so high that the central banker has no incentive to increase inflation above the expected level. The literature suggests that in a two-period game, reputational effects may lower the incentive to cheat and thus indirectly the level of inflation. However, adding uncertainty to the game, for example via a stochastic error to money demand, may sufficiently complicate it so as to make a low-inflation reputational equilibrium impossible to achieve even in an infinite-period setting. Society may thus require an institutional restraint to improve on the result from non-cooperation. Such a restraint might come, for example, through a fixed exchange rate, or through election of a conservative central banker. More severe restraints lower expected and actual inflation, but at the expense of the ability to respond to economic disturbances. The remainder of this chapter discusses in more detail the reasons that a restraint might be necessary and the forms a restraint might take. 


The foundation for game theoretic models of central bank policy is Kydland and Prescott’s (1977) argument that optimal control theory may not apply to dynamic economic systems. Optimal control theory suggests that policymakers can achieve the best possible results when they act at each point in time in such a way as to maximize the social objective function. In dynamic systems, Kydland and Prescott write, “Current decisions of economic agents depend in part upon their expectations of future policy actions.” (p. 474) Consider a familiar scenario in which social welfare is maximized when no member of society engages in risky behavior. However, assume also that social welfare is maximized if given that individuals do engage in such behavior and are harmed, then government helps them. For example, the risky behavior could be investment of funds in a savings and loan in danger of failure. The government can mitigate the consequences of a savings and loan failure by reimbursing depositors.


One way for government to prevent individuals from engaging in risky behavior is for the government to promise not to help those who suffer the consequences of taking the risks. In this example, the cancellation of federal deposit insurance would be a commitment not to yield to the temptation to help failed savings and loans’ investors. With such a commitment, individuals have an incentive to monitor depository institutions and refrain from investing in risky ones, thus benefiting social welfare. This commitment, however, entails a cost. Government will be unable to help if risky behavior results anyway with adverse consequences, such as massive savings and loan failures. A commitment is at odds with the recommendation of optimal control theory, since the commitment prevents government from taking the best path at each period. If the benefits of such commitment are greater than the costs, then the example is one in which optimal control theory does not provide the best model for policy. Similar examples are easy to construct. An institutional design that allows government to make commitments not to yield to temptation thus can provide better results than one in which government is left discretion.


Critical to an understanding of the policymaker-public dynamic are the definitions of time consistency, credibility, and reputation. An announced policy is time-inconsistent if the policymaker has an incentive to renege on it later. In the savings and loan example, a policy not to reimburse depositors of failed savings and loans would be time-inconsistent, because given failures, the government would like to help depositors. A policymaker earns a good reputation by following through on policy announcements regardless of consequence. Reputation can make policies become more credible, because the policies are promulgated by an individual who historically has remained faithful to policy announcements. For example, if a president with a good reputation announced that investors in failed savings and loans would not be reimbursed, then such a policy might become credible, even though it is time-inconsistent. The policymaker thus faces two goals in determining whether to conform to past policy proclamations. First, the policymaker must consider whether changing policy would provide better results. Second, even if changing policy would improve current economic performance, it might make sense to stand by a past policy to earn reputation that would enhance credibility and allow a smoother implementation of policy in the future. While a strong reputation can make time-inconsistent policies credible, a policymaker may need to implement noncredible policies to improve reputation. Policies are typically noncredible when they defy incentives, so such implementation can be costly.


Kydland and Prescott apply their critique of optimal control theory to the central banker’s chief dilemma, the inflation-unemployment problem. The Phillips curve suggests that central bankers wish to combat inflation and raise employment above the natural level, but face a tradeoff. Specifically, 

(2.1)


,

where 

 is unemployment in period 

, 

 a positive constant, 

 and 

 the expected and actual rates of inflation in period 

, and 

 the natural rate of unemployment. If inflation is set equal to expectations, unemployment is equal to the natural rate. However, the optimal rate of unemployment from the policymaker’s perspective, 

, may not be equal to the natural rate. For example, the government may have social mobility or equity goals whose achievement would require unemployment to be below the natural level. The difference 

, if positive, represents a “surprise inflation” in period 

 that lowers unemployment below the natural rate.


Consider a one-period, two-player game, in which the public sets 

 just before period 

 and a central banker subsequently sets 

. The central banker can attempt to reduce unemployment toward the optimal level by targeting inflation at a level higher than expected. Economic agents, however, understand that the central banker has an incentive to raise inflation above expectations, and thus set 

 to some positive value. If expectations are rational, the public can foresee the levels of inflation and output in the equilibrium that results. This rational-expectations equilibrium occurs with a sufficiently high level of inflation to guarantee that the central banker has no incentive to attempt a further surprise inflation. The central banker thus sets 

. Effectively, the public and the central banker must respectively decide whether to set 

 or 

 to zero or to a positive value. Regardless of which option the public chooses, the central banker benefits by setting 

 to a positive value. Because the public’s best strategy is to do whatever it thinks the central banker will do
, it sets a high 

. The equality of actual and expected inflation implies 

; the central banker’s attempt to lower unemployment is fruitless. Because neither the central banker nor any individual in the public has an incentive to change its choice after the other player makes its strategic selection, high inflation is a Nash equilibrium. Since inflation and unemployment would be lower if only the central banker could compel the public to have low inflationary expectations, this noncooperative equilibrium is suboptimal. The implication of the Kydland-Prescott analysis, however, is that precommitment provides an escape to this unhappy conclusion. If the central bank can credibly make the time-inconsistent promise that it will set 

, the public will set 

. By giving up on the unachievable unemployment goal, the central banker achieves lower inflation.


Why is there non-cooperation between a central banker and the public whose welfare the banker is trying to maximize? The public, it might seem, should set 

 to a low value so that the central banker can achieve social output goals. The monolithic public’s inflation expectations are the result of a public-good problem. While individuals might like society to attain a low-unemployment equilibrium, their prime motivation is to forecast inflation accurately. All economic agents could benefit by cooperatively setting expected inflation to a level that will allow the central banker to achieve an employment target, but such collective self-deception is impossible. Regardless of how others predict inflation, each individual economic agent would suffer from an intentionally inaccurate expectation of inflation. There may be numerous ways to motivate a relationship between individual utility and the accuracy of inflation expectations. While Chapter 3 provides one scenario that explains this relationship, any grounds for accepting that inflation expectations are rational are sufficient to assess the Kydland-Prescott game mathematically.


Barro and Gordon (1983) solve for the inflation rate that results in the one-period game. Barro and Gordon assume no informational asymmetries; the public knows that the central banker will choose a level of inflation that minimizes the cost of inflation minus the benefit, and understands the banker’s preferences. The Barro-Gordon loss function
, with notation modified for consistency with this paper, is

(2.2)


,

where 

 are parameters of the economy
, and 

 is the loss in period 

. The first term reflects the costs of inflation, and the second term reflects the benefits of a surprise inflation in reducing unemployment, as in Equation 2.1. Under pure discretion (i.e. discretion blind to reputational effects), the central banker minimizes 

 with respect to 

. When the central banker performs this minimization, expectations of inflation have already been set, so 

 is a constant, therefore with 

. Minimization of 

 with respect to 

 yields 

. Thus with pure discretion, the central banker will set inflation at some positive value. Given that the central banker will set inflation at 

, the public, which benefits from accurate expectations of inflation, makes decisions based on an expected inflation rate 

. Regardless of the expected inflation rate, the central banker has no incentive to target any other level of inflation. The marginal benefit of an incremental surprise inflation above 

, a benefit which manifests itself in the second term of the social loss function, precisely balances the marginal cost in the first term of the social loss function.


A policymaker who could precommit to a level of inflation minimizes 

 subject to the constraint 

. The result is 

, which Barro and Gordon define to be the ideal rule. (The bar over 

 is a notational convention to signify the results of following a rule.) The ideal solution is thus 

. A policy of following that rule is time-inconsistent, however, because in any given time period the central banker faces a constant 

 and thus has an incentive to create surprise inflation. It initially might seem conceivable that the central banker would pursue the inflation rate associated with the ideal rule even without precommitment. In particular, pursuing 

 would benefit the central banker’s reputation, perhaps enough to compensate for the short-run opportunity cost. Barro and Gordon’s breakthrough is their incorporation of reputational effects directly into the model by extending the game to two periods. Barro and Gordon show that reputational forces are not sufficient to guarantee adherence to zero inflation; precommitment remains optimal.


In the two-period game, the central banker has a temptation to cheat from the ideal policy in the first period, but cheating results in an enforcement penalty in the second period. Barro and Gordon show that the central banker will not pursue a zero-inflation policy because the policy is not enforceable.
 A policy is enforceable under the Barro and Gordon definition if the temptation to cheat is less than the enforcement penalty for cheating. To show that a policy is unenforceable, assume that it is enforceable and then derive a contradiction by showing that the temptation to cheat outweighs the penalty. If a policy is enforceable, then inflation expectations are set at the level deemed by the policy. Thus in this case, 

, so minimization of 

 with respect to 

 yields 

, the same result as pure discretion. (The tilde over 

 is a notational convention to signify the central bank’s cheating.) Here, the value of the loss function is 

(2.3)


.

Temptation is the loss saved by abandoning the policy, so

(2.4)


.

Because cheating results in an expected gain, while following the policy 

 results in an expected loss of 0, there is a temptation to cheat. The enforcement mechanism postulates that cheating forces a return to pure discretion in the subsequent period. The enforcement is thus the present discounted value of the difference in the next period’s loss function between the cases in which the policy is followed and abandoned. Here,

(2.5)


,

where 

 is the rate of time discount. Since 

, temptation must be greater than enforcement. The ideal zero-inflation policy is thus time-inconsistent, non-credible, and unenforceable. Barro and Gordon provide a derivation of a best enforceable policy, that is the policy which provides the level of inflation closest to the ideal (i.e., the lowest level) given that the benefits from creating a surprise inflation must be less than the costs to reputation. Such a policy provides performance inferior to that provided by the ideal (if it could be maintained), but they show that it is better than pure discretion. Barro and Gordon’s article successfully illustrates that reputational forces cause policy to converge to a compromise between zero-inflation and the rate associated with pure discretion.


Because the enforcement mechanism in Barro and Gordon’s model is arbitrary, it is difficult to determine whether an extension of this perfect-information game to an infinite number of periods provides sufficient reputational effects to remove the incentive to cheat. This is likely if cheating has permanent reputational consequences and future losses are not heavily discounted. Canzoneri (1985), for example, distrusts Barro and Gordon’s conclusion that the ideal solution cannot be achieved when there are no informational asymmetries. “The Fed,” Canzoneri argues, “might be able to establish credibility in the ideal policy simply by running it for a number of periods.” (p. 1061) A sensible central banker would realize that output cannot remain permanently above the natural level, and would attempt to maintain output at the natural level. The removal of the perfect-information assumption, however, may make inflation discipline sufficiently difficult to enforce that a reputational enforcement mechanism becomes ineffective. Goodhart (1994) provides a clear summary of this position. “If the public cannot easily deduce what the Central Bank is trying to achieve ... expectations will be revised less quickly when the Central Bank does shift its policy,” Goodhart writes. “Hence, the Central Bank can afford to be more aggressive in pursuing real objectives.” (p. 108)


By adding uncertainty and imperfect information to the game, Canzoneri finds a tradeoff between maintaining central bank flexibility to combat shocks and applying rigid rules to lower inflation expectations. Canzoneri argues that in the absence of shocks, a country should leave its central bankers no leeway:

“The Kydland-Prescott game of precommitment has a simple resolution if there is no benefit to the Fed’s retaining stabilization powers: the Fed’s hands should be tied.... If the Fed can play a useful stabilization role, then an efficient resolution of the precommitment problem requires that the Fed should retain some flexibility.” (p. 1062)

Canzoneri does not supply a model to support his faith that the central banker would be willing to undertake a costly disinflation to build up credibility in the ideal zero-inflation policy. In any event, however, a model that suggests the inevitability of achievement of the ideal policy would need to be discarded on empirical grounds; the persistence of high levels of inflation in many countries suggest that central bankers are indeed often unable to achieve this solution. Canzoneri’s innovation is his demonstration that informational asymmetries associated with shocks can frustrate attempts to obtain a cooperative solution.


Canzoneri integrates shocks into his model by suggesting that a central bank may not be able to target inflation perfectly. Specifically, he assumes that

(2.6)


,

where 

 is the central bank’s targeted growth rate of the money supply, and 

 is a stochastic disturbance to money demand. The central bank is likely to have a prediction of 

 before setting a target inflation rate for period 

. However, the central bank’s prediction of 

 may be private information, making it difficult for the public to differentiate cheating from inaccurate estimates of 

. Specifically, Canzoneri decomposes the disturbance to money demand as follows:

(2.7)


,

where 

 is the central bank’s forecast of 

, and 

 is the forecast error. For example, the central bank might base its forecast 

 on past values of 

, and 

 can be interpreted as a fundamental shock to money demand in period 

 that the central bank could not anticipate. At the end of period 

, the private sector knows the value of 

, but cannot separate it into its components. The central bank thus may be able to engineer a surprise inflation without losing credibility. For example, suppose the central bank’s 

 is negative, requiring compensation with decreased money growth to maintain low inflation. The central bank might not cut back on money growth as much as is needed to achieve the level of inflation consistent with the natural level of output. The money supply growth that results would be appropriate for targeting the natural level if the value of 

 were less negative. 


The public never finds out 

, and may believe that the central bank is indeed targeting the natural level. If (unbeknownst to the public)

, the central bank’s decision will likely go undetected. The disturbance that the private sector observes, 

, would be consistent with a slightly negative 

 and a slightly negative 

. In other words, the central bank hopes for a positive value of 

 to compensate for actions consistent with a deliberate underestimate (in absolute terms) of 

. Of course, if 

 is large and negative, the public will suspect the central bank’s deception and credibility will be lost. Canzoneri notes that in the long run, the public will be able to guess that the central bank is attempting to push output above the natural level. However, the asymmetry inherent in private information makes the game sufficiently complicated that a cooperative equilibrium will be harder to achieve. There is thus a tradeoff between stabilization and inflation. A central bank with the flexibility to combat shocks is also likely to cheat and attempt to achieve part of its output goal. A rule can prevent such trickery only by enjoining the central bank from fighting shocks. A strength of Canzoneri’s model is that it is consistent with empirically observed periodic bouts of inflation associated with diminished credibility. Such bouts would occur when 

 is large and negative. A limitation of the model is that flexibility is an all-or-nothing proposition. Institutional precommitment prevents the central bank from responding even to the largest shocks. 


Flood and Isard (1989) construct a model that, like Canzoneri’s, supposes that the probability that a central banker is caught depends on the magnitude of a fundamental shock, which the banker cannot predict. In the Flood-Isard model, however, bouts of inflation come only when the central banker acts to counteract a particularly large predicted shock. Specifically, Flood and Isard postulate a mixed strategy on the part of the central banker. The central banker makes no attempt to counter small shocks, acting only in response to large ones. This is intuitively reasonable; even a relatively inflation-averse central banker is likely to consent to some money growth after a large negative demand shock. For example, the central banker might follow an ideal money-growth policy, 

, whenever its prediction of 

, i.e. 

, is low in absolute terms. The central banker thus in these cases reaps the benefits of a rule, a credible commitment to low inflation. However, when the bank’s shock forecast exceeds a certain threshold, i.e. 

, the central banker decides that it cannot afford to ignore the shock. One response—not quite the one Flood and Isard postulate—would be for the bank to set 

, and as a consequence 

. If a bank were to respond symmetrically to such shocks, and there were rational expectations and no private information, then expected inflation would be zero regardless of the threshold. Given private information, however, when there is a large and negative 

, inflation will be high and positive, and the public may incorrectly believe that the central bank has resorted to money growth when there was a small shock. The central bank thus suffers a credibility crisis, and inflation expectations rise. Though private information thus is necessary to predict periodic bouts of inflation, inflation expectations can be positive in the Flood-Isard framework even if all information is public. The model specifies that when the shock forecast exceeds a threshold, the bank resorts to discretion. Thus, given an 

, the central banker would in fact set money growth 

. The expected rate of inflation thus becomes a weighted average of the expected inflation rate with pure discretion and the expected inflation rate with a binding commitment to the ideal rule. The weight on the discretionary component of the average is the probability that a shock will exceed the minimum threshold in any given period.


The Barro-Gordon, Canzoneri, and Flood-Isard models all imply that complete or partial precommitment to low inflation may be welfare-improving. If an institutional restraint is binding, the restraint effectively sets both actual and expected inflation to the same value. For example, an institutional restraint could bind central bankers to a monetary policy formula that takes into account various indicators of the state of the macroeconomy. Several authors suggest that development of such a rule might be possible, but it is impossible to know whether financial innovation, technological progress and other economic developments might someday make the economy so different from today’s that the rule would codify a poor policy prescription. In development of a framework that allows for binding commitment of monetary policymakers, there is a tradeoff between reputation and flexibility. A rigid rule passed by a parliament might be quite reputable, assuming the public believes the chance of a parliamentary reversal unlikely. However, it might also restrain central bankers’ abilities to respond to unique or unforeseen circumstances, such as shocks or more drastic changes in economic structure. As Neumann (1991) argues, “Fixed money rules cannot cope with changes in the trends of real growth or velocity.” (p. 96)


It is possible to devise institutional restraints on inflation apart from rigid money-growth rules. Giavazzi and Pagano (1992) develop a model which incorporates benefits accrued from an institutional framework that minimizes policymakers’ discretion. In particular, they argue that a central bank with a poor reputation (i.e., a past history of inflation surprises) can improve its reputation by credibly pegging the country’s currency to that of a country with conservative monetary authorities. Such a credible commitment could come, for example, from a country’s decision to cede monetary sovereignty to a larger monetary union. The individual central bank may have high incentives to create surprise inflations, making it difficult to pursue optimal policies. Earning reputation via pursuit of expensive noncredible policies requires time, but institutional transformation can bring immediate reputational rewards. An institutional commitment is thus an easy way out of a sub-optimal rational expectations equilibrium. If the larger monetary union incorporates the preferences of a number of countries (for example, by including as governors on its board representatives from various countries), the incentive for inflation surprises could be lower. This would likely be the case if the other countries’ central bankers were relatively conservative, for example if Italy were to surrender authority over its monetary policy to the German Bundesbank. Giavazzi and Pagano argue that the country’s policymakers benefit by “tying their hands,” i.e. leaving monetary policy to an institution over which they have no control. In practice, the costs of such a concession may exceed the benefits. A goal of Italy’s monetary policy is to offset disturbances in the Italian economy. If Italy were to cede monetary sovereignty to Germany, Italian idiosyncratic disturbances might not be adequately addressed. This problem is a persistent theme of the optimal-currency area literature, particularly Mundell (1962). A less drastic means of tying monetary policymakers’ hands may thus be desirable.


Rogoff (1985) suggests a different way of achieving reputational benefits. He argues that it might make sense for voters to tie their own hands by electing a central banker who is more inflation intolerant than the median voter. Adopting relatively nonrestrictive assumptions, Rogoff proves that it makes sense for voters to elect a central banker who places more but not infinite emphasis on fighting inflation than they do. Specifically, suppose that the social loss function corresponding to the preferences of the median voter looks like this:

(2.8)


.

where 

 represents the emphasis the median voter places on fighting inflation relative to unemployment. Suppose that voters can select a central banker with a different social loss function, such that

(2.9)


,

where 

 is a parameter of the central banker. Rogoff proves that the social loss of Equation 2.9 is minimized by electing a central banker with a positive though not infinite 

. Election of such a central banker, occasionally referred to in the literature as a perverse policymaker, provides immediate benefits by lowering inflation expectations. At any given time, the voter who selects the central banker will prefer that the banker adopt a less restrictive monetary policy, but the banker’s conservative bias makes a low-inflation rational-expectations equilibrium possible. From the voter’s perspective, the ideal central banker would be one whose presumed conservative bias would lower inflation expectations, but who would in fact adopt the voter’s output-inflation tradeoff. Of course, such a central banker is impossible to find, because all voters are assumed to have rational expectations, and expectations would adjust to reflect the central banker’s policies. Election of a conservative central banker makes possible the implementation of a time-inconsistent low-inflation policy. To the extent that independent central banks tend to have conservative central bankers, central bank independence is an institutional constraint that allows voters to benefit by tying their own hands. 


As in the analyses of Canzoneri and Isard and Flood, Rogoff’s argument implies that there is a tradeoff between central bank flexibility and low inflation. One factor determining the optimal value of the parameter 

 is the variance of productivity disturbances in the economy. In Rogoff’s model, aggregate supply in period 

 depends on the economy’s fixed capital stock, quantity of labor, and an aggregate productivity disturbance in that period, 

. Because productivity disturbances are deviations from long-run trends, the expected value of this component of aggregate supply is 0. However, the expected value of 

 may be high, implying great volatility of disturbances. Assuming that 

 is a mean-zero variable, this expected value is 

. Rogoff adds to the social loss function a third term which “measures how successfully the central bank offsets disturbances to stabilize employment and inflation.” (p. 1176) He shows this term to be positively correlated with 

, suggesting that a high variance implies a greater social loss. Rogoff does not specifically indicate whether the optimal value of 

 is positively or negatively correlated with 

. Intuition, however, suggests that there should be a negative correlation. The higher 

, the more rigid the central banker will be in pursuit of an inflation target. A cost of this rigidity is a lack of flexibility in combating productivity shocks. The next chapter makes a similar tradeoff explicit even without the inclusion of a stabilization term in the social loss function.


Chapter 3: Endogenizing Central Bank Independence TC  "Endogenizing Central Bank Independence" \l 1 
Who knows when some slight shock ... shall send the skyscrapers in our cities toppling?

—Richard Wright


This chapter develops a simple macroeconomic model of a country’s decision whether to adopt an independent central bank. The framework is a stochastic, rational expectations wage-contracting model, in which wage setters incorporate inflation expectations into contracts at the beginning of each period. The assumption of this model is that a country will choose to adopt an independent central bank if the expected value of the social loss function associated with following a rule is less than that associated with pursuit of discretion. A rule lowers inflation expectations, a benefit. However, sole pursuit of inflation targets makes the central bank inflexible in responding to demand shocks, a cost. A country is assumed to adopt an independent central bank when the benefit of independence exceeds the cost, a comparison which the social loss function makes precise. Later, this assumption will be modified to allow for a continuous central bank independence variable. 


For now, assume central bank independence equivalent to an irreversible and thus credible commitment to a zero-inflation rule. Central bank dependence is assumed equivalent to pursuing discretion. These assumptions rests on the intuitively appealing notion that independent central banks are likely to have conservative central bankers who place a premium on adherence to low inflation targets. The dichotomy is a simplification, as central bank independence does not necessarily require completely giving up discretion. In a sense, dependence may interfere with a central bank’s discretion by requiring a central bank to accommodate fiscal policy. Such an accommodation, however, is the result of the fiscal authorities’ enforcing their discretionary urges on a potentially resistant central bank. Likewise, while an independent central bank is free to use discretion, it is assumed to be less likely to exploit this freedom.


The social loss function minimized by the central bank is not the same loss function that wage setters use to set their inflation expectations. The loss function for wage setters can be defined as follows:

(3.1)


.

Wage setters’ goal is simply to forecast inflation as reliably as possible. Effectively, wage setters would like to be able to set real wages, but labor market distortions make it too costly to fully index wage contracts. When inflation expectations are accurate, the wage setters’ loss function is zero because the anticipated real wage is equivalent to the actual real wage corresponding to the nominal wage set in contracts. When inflation is lower or higher than expectations, the real wage was set at an inappropriate level. While high inflation would presumably thus benefit firms at the expense of workers, and low inflation would have the reverse effect, wage setters for simplification are presumed to act cooperatively in setting inflation expectations. It is perhaps best to think of the wage-setters’ loss function as reflecting not their goals, but rather their behavior of setting inflation expectations rationally. Wage setters as voters may hope that society achieves low levels of inflation. However, because no single economic agent has a significant effect on aggregate inflation, individuals do not have an incentive to contribute to such a goal by lowering their expectations. The wage setters’ loss function thus reflects only inaccurate expectations of inflation, even though high levels of inflation may hurt or help wage setters.


The goals of the central bank are to minimize the absolute level of inflation and to keep inflation as close as possible to the level corresponding with the socially optimal level of output, which may exceed the natural level. In particular, define the social loss as

(3.2)


.

The first term in the loss function is an inflation objective, while the second is an output objective expressed in terms of inflation. The constant 

 represents the relative importance society places on achieving levels of output close to the social optimum. If society is relatively indifferent between achieving its optimal level of output and the natural level, then 

 is close to 0. Also, the more important the inflation goal is relative to the output goal, the lower the constant 

. The constant 

 is thus a normalization of the constants 

 and 

 in Barro and Gordon’s (1983) model. 


The second term of the loss function modifies that of the Barro-Gordon model.
 In the Barro-Gordon model, this term measures the benefits of a surprise inflation, with more inflation yielding greater benefit. The second term of this loss function, in contrast, captures the cost of not meeting the output goal, with deviations from the goal in either direction carrying an increasing cost. This improvement is achieved via the quadratic specification of the term, in conjunction with the introduction of the constant 

. This constant represents the difference between inflation and expected inflation when the central banker ensures that output is set at the optimal level, i.e., the surprise inflation the central banker must accept to achieve the socially optimal level of output. Thus, 

 and 

 when 

, where 

 is output and 

 its socially optimal level, greater than the natural level of 

. If the socially optimal and natural levels of output are equal, then 

. Figure 3.1 illustrates the relationship among these variables.

Figure 3.1: Surprise Inflation and the Central Bank’s Output Goal

Given an expectations–augmented (short–run) Phillips curve related to output by Okun’s law, a central banker can achieve output equal to the socially optimal level only by setting inflation a sufficient amount above expectations. The difference between this required inflation and expected inflation is constant regardless of the level of expected inflation, as long as all expectations-augmented Phillips curves share the same slope at the socially optimal level of output.
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With a dependent central bank, the central bank chooses at each period the level of inflation that minimizes the social loss function. Because expectations are already set, minimization must be with respect to 

, taking 

 as constant. So,

(3.3)


.

At rational expectations equilibrium, however, 

. Thus, when 

,

(3.4)


.

Since 

, the second-order condition for minimization of the loss function holds. As the Barro-Gordon model predicts, there is a positive inflation bias. An important and intuitive consequence of Equation 3.4 is

(3.5)


,

so among countries with dependent central banks, expected inflation is high where output goals are relatively important.


The cost of central bank independence is the limited flexibility imposed by a rule. In particular, assume that a rule prevents monetary policy responses to demand shocks. A negative demand shock, for example, would cause output to fall below the natural level. In the short run, inflation falls, as the economy moves along the Phillips curve. Inflation expectations adjust to the shock, but with a lag. Suppose that as a result of a positive demand shock, output growth in period 

 changes from 

 to 

. Let 

 represent the difference between the actual and natural rates of output growth, defined by 

. The variable 

 thus represents the output consequences of a demand shock in period 

. The shock to inflation corresponding to this demand shock can be directly computed. Suppose the modified Phillips curve relating inflation and output is a straight line with slope 

. Then, 

. Let 

 represent the deviation of inflation from the rate corresponding to the natural level of output, defined by 

. Thus,

(3.6)


.

The definitions of 

 and 

 specify that they are the deviation of output and inflation from trend after a country has attempted stabilization of a demand shock. These deviations are smaller than those that would result in the absence of automatic and other stabilizers. The remainder of this chapter focuses on the inflation rather than the output consequences of shocks because Equation 3.2 is expressed in terms of inflation. Equation 3.6, however, implies that the results concerning inflation apply also to output. Thus, though the motivation of this paper is an analysis of output stabilization, it is convenient to develop the theoretical model in terms of inflation. 


A central banker who has discretion to set inflation after inflation expectations are established may be able to compensate partly for an initial shock and return output toward the natural level. Before defining the benefits of this discretion, it is useful to examine the initial inflation shock that a central banker faces and converts into the effective inflation shock 

. Specifically, suppose that in period 

, an economy is subject to an initial inflation shock 

, where 

. Further, suppose that in countries both with and without independent central banks, the previous period’s shock lingers:

(3.7)


,

where 

 is a new fundamental shock in period 

 and 

 is a constant with 

. The previous period’s shock and the fundamental shock are assumed to be independent random variables. For expositional clarity, this paper assumes that stabilization policy may be to some extent able to counteract the effects of 

 to minimize the effective shock in period 

, but it is unable to counteract the fundamental shock; i.e., there is no concurrent stabilization. The constant 

 represents the ability of economies to stabilize past shocks in the absence of central bank action. For example, countries with relatively flexible wages and prices will have low 

 values. Because this paper is concerned with the potential of central banks to provide stabilization, it does not consider the sources of variability in 

. The constant 

 is thus assumed to be the same across countries. Because 

 does not take into account the additional stabilization power that dependent central banks may provide, define an additional constant, 

, where 

(3.8)


,

and 

 represents the effective inflation shock with discretion. In countries with dependent central banks, 

 thus represents the deviation in period 

 from the level of inflation corresponding to the natural level of output. In countries with independent central banks, 

. Independent central banks are thus assumed to provide no stabilization benefits beyond those afforded by automatic stabilizers.


In countries with dependent central banks, the constant product 

 is thus an indicator of the overall effectiveness of stabilization. If 

, stabilization is perfect; the country is able to completely counteract the effect of past shocks. If 

, stabilization is neutral; the country is unable to mitigate past shocks at all. These extremes provide useful benchmarks, but are themselves impossible. The imperfections of monetary policy guarantee 

, while long-run self-corrective mechanisms ensure 

. It is possible, however, that attempts at neutralizing shocks have destabilizing effects. If dependent central banks destabilize, then 

. This is consistent with theories suggesting that the government is the source of disturbances, rather than the cure for them. Because this model proposes no additional benefits of central bank dependence, if 

, then the only rational decision is adoption of an independent central bank. In this scenario, there is no tradeoff between stabilization and lower inflationary expectations. Thus to develop the model, this paper assumes for now that 

.


To clarify the definitions of perfect and neutral stabilization policies, consider two hypothetical economies, Country A and Country B. Suppose Country A achieves perfect stabilization, while Country B suffers from neutral stabilization. Figure 3.2 illustrates the case in which a positive demand shock hits both countries in period 1. With perfect stabilization, output returns to the long-run equilibrium level in the next period. With neutral stabilization and the same positive shock to demand, output in period 2 is the same as in period 1. In both cases, an additional shock to demand or supply could cause further deviation of output from the equilibrium value. For simplicity, however, Figure 3.2 assumes that there is no additional shock in period 2, i.e., 

. Because Country A runs a perfect stabilization policy, output deviates from long-run aggregate supply for only one period, while in Country B it deviates for two periods. 

Figure 3.2: Perfect vs. Neutral Stabilization

Country A and Country B experience the same positive demand shock, moving aggregate demand from AD0 to AD1. Because Country A enjoys perfect stabilization, assuming there are no further shocks, aggregate demand returns to its original level in the next period. In Country B, which suffers from neutral stabilization, the aggregate demand shock is not at all offset, and aggregate demand will not return to its original level until it is offset by another shock.
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Because 

 and 

 are independent random variables, in a country with a dependent central bank, Equation 3.8 implies

(3.9)


.

The variance of the initial and fundamental shocks can be directly related by 

. Specifically, 

, so 

. Thus,

(3.10)


 

in countries with dependent central banks. Similarly,

(3.11)



in countries with independent central banks. Now, let 

, and 

. Thus, 

 and 

. For both 

 and 

, lower values imply better stabilization. Since 

, 

, so discretion lowers the variance of the deviation of inflation from trend.


Assume that current shocks do not affect inflation expectations. This assumption is realistic if wage setters commit to contracts covering a sufficient amount of time that current shocks have a negligible effect on average future inflation levels. It follows that 

. This conclusion allows evaluation of the expected value of the wage setters’ loss function and the social loss function in both the case of an independent central bank and in the case of a dependent one. The wage setters’ loss function evaluates to:

(3.12)


,

where 

 denotes the expectation function. The wage setters’ expected loss is thus equivalent to the variance of the shocks; only unanticipated economic events cause actual inflation to differ from expected inflation. This is consistent with a rational-expectations model, since inflation expectations are assumed to incorporate all structural information about the economy, but not the size of shocks in individual periods. Note, however, that discretion lowers the variance of effective shocks, i.e., 

. Thus, the expected loss of wage setters is greater with an independent central bank: 

.


If a country commits to an independent central bank that follows the ideal rule, then 

, so 

. The inflation rate is not subject to an inflation bias, but is affected by shocks. The expected value of the social loss function is given by

(3.13)


.

Because 

, this evaluates to

(3.14)


. 

In contrast, a dependent central bank conducts discretionary stabilization policy rather than adhering to a rule. The inflation rate has a positive bias, but is still affected by shocks. From Equation 3.4,

(3.15)


.

The expected value of the social loss function is given by

(3.16)
 

.

Because 

, a consequence is that

(3.17)


.


A country will choose central bank independence (i.e., the rule) when 

, or

(3.18)


.

The left side of Inequality 3.18 represents the expected value of the social loss function when a rule is followed, and the right side represents the expected loss under discretion. The first term on both sides demonstrates that a higher incidence of shocks worsens the expected social loss. Because 

, this loss is greater with an independent central bank. The second term on both sides of the inequality suggests that the greater the divergence between the socially optimal and natural levels of output, the more severe the expected loss. Because 

 represents a positive inflation bias, 

, so this penalty is greater in the case of discretion. Inequality 3.18 thus captures the intuitive tradeoff between a rule and discretion. With a rule, greater variance of shocks results in greater loss due to uncertainty, but this may be balanced by the lower inflation expectations that a rule brings. Algebraic manipulation transforms Inequality 3.18 to

(3.19)


.

The expression 

 represents the minimum value of 

 for a country to choose discretion rather than a rule. As expected, countries with greater levels of shocks are more likely to opt for discretion in the form of a dependent central bank. Note that if 

, i.e. if stabilization is better with an independent central bank, the direction of Inequality 3.19 is reversed, and, since the right side of the inequality is then negative, every country’s central bank should be independent, regardless of the size of shocks or preferences.


Several important consequences emerge from determining what effect changes in the 

, 

 and 

 constants have on the value of 

. First,

(3.20)


, and

(3.21)


.

So a country in which it is relatively important to achieve the socially optimal level of output or in which the optimal level is relatively far from the natural level is more likely to choose to have an independent central bank. Such a country, in effect, has the most to gain from a “perverse,” inflation-intolerant central banker. This result might seem counterintuitive, as a central bank using discretion has more incentive for any given rate of expected inflation to initiate a surprise inflation that would allow output to approach the optimal level. However, because this model assumes rational expectations, the relatively large temptation to cheat leads to costly high inflation expectations in a discretionary regime. The consequence is that output is no more likely to be at the socially optimal level in a discretionary regime than in a country with an independent central bank. Lastly,

(3.22)


.

So the greater the relative effectiveness of stabilization with discretion, the lower the level of shocks need be to cause a country to opt for discretion rather than a rule. In a country that could create a central bank able to effectively combat shocks, there is an incentive to use this ability by creating a dependent central bank that uses discretion rather than a rule.


A limitation of the model developed so far in this chapter is that it assumes that a country chooses either to adopt a completely dependent or a completely independent central bank, with no gray area in between. This assumption is at odds with indices of central bank independence described in Chapter 4, which reflect a spectrum of independence options. Also, Inequality 3.19 is troubling because it suggests that a country will necessarily choose central bank independence if 

. A more realistic conclusion would be that a country is more likely to choose central bank independence the lower 

 is relative to 

, but a variety of political and other factors may influence the decision. Development of a model that supports the continuity of the independence variable would not resolve this problem. However, such a model would posit a location for a given country’s bank on the independence continuum, with implicit recognition that factors beyond the constants determining 

 may cause a country to have somewhat more or somewhat less independence. Such a construction is richer than one which concludes that a country, because 

 is slightly less than 

, is likely to have a completely independent bank but may in fact have a dependent one.


The remainder of this chapter extends the model to allow for a continuous central bank independence variable. The model of Flood and Isard (1989), summarized in Chapter 2, provides a framework within which to accomplish this. Central bank independence simply increases the probability in any given period that a central banker follows a zero-inflation policy. Determination of the optimal degree of independence requires minimizing a probability-weighted average of the rule and discretion loss functions with respect to the weights. A country determining what degree of central bank independence to select thus minimizes the following expected loss with respect to 

:

(3.23)


,

where the prime in 

 denotes that a mixed strategy is used in computing the expected loss in period 

. The 

 parameter is the probability that the central bank opts for the rule rather than discretion in a given period. A country is thus assumed to set 

 to a high value by guaranteeing substantial independence, and to a low value by maintaining dependence; this variable can thus be taken as a direct proxy for independence. The 

 parameter is the threshold beyond which a central bank resorts to discretionary policy. The expected values of the loss functions are defined conditional to the expectation that a shock will be lower or higher than 

, conditions that occur with probabilities 

 and 

, respectively. Thus, 

 and 

 are positively related. 

 represents the expected value of the initial shock in period 

; because 

 is unknown to the central banker, this equals 

. 


Because the choice of whether to opt for a rule or discretion in a period depends on the magnitude of the shock in that period, the public does not know in advance what the central bank will choose. In practice, in a system in which the central bank changes frequently between a rule and discretion, inflation expectations might fluctuate considerably. However, the rational expectations assumption guarantees that the public understands the economic structure. The public does not factor current shocks into its inflation expectations, so the expected inflation rate is constant, a probability-weighted average of the expected inflation rates with a rule and with discretion. With the mixed strategy, it no longer holds that 

, because the central bank no longer targets the expected inflation rate. Instead, when the central bank follows the ideal rule, it seeks zero inflation, so 

. When using discretion to combat a large shock, the central bank cheats and there is an inflation bias, so that 

, as in Equation 3.15. Because 

, the expected inflation rate can be computed as follows:

(3.24)


.


Equations 3.14 and 3.17 cannot be substituted unmodified into Equation 3.23, though the problem is merely a technical one. The mixed strategy implies that the variance of initial shocks for which the rule applies will be low, whereas the variance of initial shocks for which discretion applies will be high. Let 

 denote 

 given 

, and let 

 denote 

 given 

. A consequence of the mixed strategy is that it is no longer true that 

 and 

. Without a mixed strategy, 

 and 

, with 

. The routing of shocks to a rule or discretion depending on their size, however, makes it impossible to predict a priori whether the expected value of the square of effective shocks will be smaller when discretion rather than a rule is used. The mathematical complication is that 

 no longer implies 

. Although 

 and both 

 and 

 are directly computable
, it is not the case that 

 or 

. This is because the use of a rule or discretion in period 

 implies the use of the same approach in period 

 with some probability less than 1. In theory, it is algebraically possible to relate 

 or 

 with 

 given 

, and ultimately solve for 

 and 

 as functions of 

 and 

. The solution, however, involves cumbersome calculus
 and is devoid of economic insight. Consequently, this paper assumes an approximate relationship that captures the behavior of 

 and 

 without assuming any particular distribution for 

. Assuming expressions for 

 and 

 involving 

 and 

 is unproblematic as long as the assumptions reflect in a general sense what would happen if 

 or 

 were changed with the other held constant. (In fact, the optimal value of 

 will depend on 

, but this is irrelevant to the modeling of 

 and 

, since these have values regardless of whether 

 is chosen in an optimal way.) Increasing the probability of using the rule for a given shock severity should raise 

 and lower 

, i.e. 

 and 

. Similarly, 

 and 

 when 

 is held constant. The following assumptions meet these criteria:

(3.25)


, and

(3.26)


. 

Equations 3.25 and 3.26 behave appropriately when 

 and 

. For example, when 

, 

 and 

. In this case, because the rule is used only when 

, which occurs with 

, the expected value of the square of the effective shock is 0 also. Likewise, because discretion is used all the time, 

. 


It is now possible to derive 

 and 

 to substitute into Equation 3.23. The formula for 

 from Equation 3.24 could be used in these, but the ultimate derivation of the optimal value of 

 proves simpler if 

 is taken as a constant; 

 can then be computed ex post from Equation 3.23 if desired. The setup is as before:

(3.27)



To derive 

, substitute 

 for 

 and simplify, yielding

(3.28)


.

The derivation of 

 requires substitution of 

 for 

, yielding

(3.29)


.

Substituting Equations 3.25, 3.26, 3.28 and 3.29 into Equation 3.23 results in

(3.30)



To minimize 

 with respect to the proxy for central bank independence, solve for 

 when 

. The solution is

(3.31)


.

Because 

, the second-order minimization condition holds. In Equation 3.31, note that 

, since 

 is assumed in Equation 3.24. Although Equation 3.31 is complicated mathematically, two important consequences emerge. First, 

, so countries with a higher incidence of shocks will choose to have more dependent central banks, as predicted. Because 

 is a continuous variable that is a proxy for central bank independence, slight changes in 

 cause only slight changes in 

. Second, because in practice 

, it follows that 

 is optimal. Given the assumptions of this model, a country will endow its central bank with a degree of independence that is between the extremes of total dependence and total independence.


In both Equations 3.19 and 3.31, a country chooses a level of central bank independence based on the values of several constant parameters. It is not clear, however, that drafters of a central bank constitution would indeed be aware of the values of the appropriate parameters. Particularly difficult is the assumption that central bank policymakers correctly estimate 

 and 

, the effectiveness of stabilization with a rule and with discretion. A related concern is the possibility that this model’s assumption that discretion stabilizes, i.e. that 

, is incorrect. Perhaps central bank dependence increases instability, with 

. However, the results of Equations 3.19 and 3.31 will hold if policymakers believe 

, whether or not this belief is accurate. Thus, if policymakers believe 

, and in fact choose dependence according to this model, then countries with a relatively great incidence of shocks will choose relatively dependent central banks. If the policymakers are wrong, and 

, then this choice is unfortunate. Policymakers have sacrificed the benefits of a rule for a perceived ability to counteract shocks with discretion, which in fact worsens any existing instability. Under this alternative hypothesis, differing degrees of independence appear only because of an incorrect understanding of economic institutions. The picture can be further complicated by supposing that countries have different estimates of 

 and 

. In this case, even if this chapter’s model is correct, it becomes difficult to empirically verify the accuracy of its predictions.


Chapter 4: Studies of Central Bank Independence  TC  "Studies of Central Bank Independence" \l 1 
There is nothing that gives a man consequence, and renders him fit for command, like a support that renders him independent of everybody but the State he serves.

—George Washington

This chapter examines the literature exploring the measurement of central bank independence, and the relationship of independence to economic performance. The literature has examined whether independence has led to inflation benefits and whether it has had any effects—positive or negative—in terms of output growth and stabilization. This section begins by discussing how independence is measured, and then summarizes some conclusions that researchers have made based on these measurements. The indicators of macroeconomic performance relevant to this paper are proxies for stabilization policy effectiveness. This chapter challenges a study that uses the variance of GNP growth as a proxy to conclude that there is no relationship between central bank independence and stabilization policy effectiveness. The variance of GNP growth is an imperfect indicator of stabilization policy effectiveness for a number of reasons. An important limitation is that the variance measure does not disentangle the effectiveness of stabilization and the incidence of shocks. The measure is thus an imperfect indicator of stabilization policy effectiveness if the incidence of shocks is highly variable across countries. This is a particular problem in the context of the conclusions of the model in Chapter 3. Because central banks are more likely to be independent in countries with a relatively low incidence of shocks, the variance of GNP growth is a biased estimate of stabilization policy effectiveness. 


This paper relies on measures of central bank independence that other authors have developed. Bade and Parkin (1980), whose results are summarized in Alesina and Summers (1993), are the first to provide an independence proxy variable, a 1 to 4 scale for 12 countries, basing their ratings on the wording of central bank constitutions. Alesina (1988) extends this data set for an additional four countries. This revised scale, however, reflects only the political independence of a central bank. An index by Grilli, Masciandaro, and Tabellini (1991) reflects both the political independence and the economic independence of a central bank. Political independence refers to the ability of a central bank to set policy objectives, such as inflation targets, without the influence of the government. As Alesina and Summers note, “This measure is based on factors such as whether or not [the bank’s] governor and the board are appointed by the government, the length of their appointments, whether government representatives sit on the board of the bank, whether government approval for monetary policy decisions is required and whether the ‘price stability’ objective is explicitly and prominently part of the central bank statute.” (p. 153) It is easy to see how such factors might have consequences for central bankers deciding whether to follow a low-inflation policy. Because a motivation of politicians is to win re-election, they may heavily discount the costs of future policies. Specifically, even in Barro and Gordon’s (1983) simple two-period model, the enforcement costs of a surprise inflation are felt in the future. One can thus imagine a low political discount rate, 

, which reflects the additional rate of discount that politicians apply to future benefits and costs relative to the median voter. The temptation to cheat on the ideal rule (Equation 2.4) is unchanged, but the enforcement costs of such cheating (Equation 2.5) fall:

(4.1)


.

The enforcement mechanism may be less effective for a politician than for an official acting to minimize social loss. If government officials sit on the board of the central bank or if the executive branch’s approval is required for conduct of monetary policy, then a low-inflation equilibrium will be harder to achieve. Similarly, central bankers appointed by the government may feel required to pursue that government’s economic objectives, although such a sense of personal duty could be tempered if the bankers are given the job security of long terms in office.


Skewed political preferences thus make the definition of a central bank’s political independence consistent with the assumption of the model in Chapter 3, which suggests that a more independent central bank is more likely to pursue the ideal rule. There is an additional important reason that central bankers may be more inclined to fight inflation when not appointed by the government. A non-governmental selection process for central bankers may allow conservative financial interests some influence. Because a surprise inflation hurts lenders and contributes to instability, such financial interests are likely to favor conservative central bankers. To the extent that such central bankers may put a relatively greater weight on inflation stability, they are perverse policymakers. As Rogoff (1985) suggests, they may thus be able to achieve better performance. Of course, such a central banker could be too conservative; indeed, Rogoff’s analysis implies that conservative financial interests would minimize their loss by choosing a central banker even more conservative than themselves. Also, a politician aware of Rogoff’s analysis could select a conservative central banker even if financial interests were not involved in the selection process.


While the governors of a politically independent central bank are chosen with little influence from the government, the freedom of central bankers to make decisions independently of the government depends on a bank’s economic independence. An economically independent central bank faces few restrictions on its ability to use monetary policy instruments. For example, a bank which must finance the government’s deficit is classified as relatively dependent. A bank in a fixed-exchange rate country with the power to revalue or devalue the currency without executive branch permission is relatively independent. The more constraints that a central bank faces, the more difficulty it might have in pursuing a low-inflation policy; for example, if a bank must finance the government deficit, it may be impossible to maintain low inflation. There may, however, be advantages to economic dependence. Healey and Levine (1992), for example, write, “Demand management policy is [in theory] most effective when monetary and fiscal policy are co-ordinated—as, for example, when the central bank and the government formally collaborate to agree [sic] a common objective function and the most appropriate mix of monetary and fiscal policies.” (p. 24) Non-cooperative outcomes can be efficient, however, particularly when, Andersen and Schneider (1986) argue, “one of the players is only concerned with one of the goal variables. In this case the non-cooperative outcome is efficient and there are no gains from co-operation.” (p. 187)


Both the political and the economic indices thus provide proxies of central bank independence. Alesina and Summers (1993) develop an average index of central bank independence, which is based on Bade and Parkin (1980), Alesina (1988), and Grilli, Masciandaro, and Tabellini (1991). Cukierman (1992) provides two additional indices based on legal variables in various central bank constitutions. Cukierman’s data encompass a large number of countries, and are based on a large number of carefully drawn criteria. These indices, which like the others increase with independence, are calculated by examining four different aspects of the wording of central bank constitutions. These include the appointment and independence of the chief of the central bank, the government’s participation in the formulation of monetary policy, the stated objectives of central bank policy, and limitations on central bank lending. These criteria include both political and economic variables. For example, Cukierman examines how difficult it is to dismiss the chief executive officer of a central bank, a political consideration, as well as whether the central bank must provide credit to the fiscal authorities, an economic one. A problem with development of any index based on legal variables is the weight to place on each institutional variable. Cukierman’s two indices reflect different weightings. One index, which is listed only in Cukierman, Webb, and Neyapti (1992), reflects Cukierman’s purely subjective weights, and the other weights equally each of his four major categories. Table 4.1 reports these indices of central bank independence, along with the indices developed by other authors described above.

Table 4.1: Constitution-Based Indices of Central Bank Independence

This table provides indices of central bank independence for the twenty-three countries that the International Monetary Fund (1993) classifies as industrialized. All indices have higher values for more independent banks. The first column presents the Bade and Parkin index, extended by Alesina on a scale from 1 to 4. The second and third columns show the Grilli, Masciandaro, and Tabellini index of political independence and economic independence, each on a scale from 0 to 7. The fourth column sums the second and third columns. The fifth column, developed by Alesina and Summers, is a weighted average of the first and fourth columns. The sixth column is Cukierman’s index of legal central bank independence based on equal weighting between his four main categories. The seventh column is an index, published in Cukierman, Webb, and Neyapti, reflecting Cukierman’s subjective judgments about the importance of various categories. The scale ranges for both columns six and seven are from 0.0 to 1.0. An entry is left blank if the relevant scale did not include a value for that country.

	Country
	BP
	GMTP
	GMTE
	GMT
	AS
	CEW
	CSW

	Australia
	1
	3
	6
	9
	2
	0.31
	0.36

	Austria
	
	3
	6
	9
	
	0.58
	0.61

	Belgium
	2
	1
	6
	7
	2
	0.19
	0.17

	Canada
	2
	4
	7
	11
	2.5
	0.46
	0.45

	Denmark
	2
	3
	5
	8
	2.5
	0.47
	0.50

	Finland
	
	
	
	
	
	0.27
	0.28

	France
	2
	2
	5
	7
	2
	0.28
	0.24

	Germany
	4
	6
	7
	13
	4
	0.66
	0.69

	Greece
	
	2
	2
	4
	
	0.51
	0.55

	Iceland
	
	
	
	
	
	0.36
	0.34

	Ireland
	
	3
	4
	7
	
	0.39
	0.44

	Italy
	1.5
	4
	1
	5
	1.75
	0.22
	0.25

	Japan
	3
	1
	5
	6
	2.5
	0.16
	0.18

	Luxembourg
	
	
	
	
	
	0.37
	0.33

	Netherlands
	2
	6
	4
	10
	2.5
	0.42
	0.42

	Norway
	2
	
	
	
	2
	0.14
	0.17

	N. Zealand
	1
	0
	3
	3
	1
	0.27
	0.24

	Portugal
	
	1
	2
	3
	
	
	0.41

	Spain
	1
	2
	3
	5
	1.5
	0.21
	0.23

	Sweden
	2
	
	
	
	2
	0.27
	0.29

	Switzerland
	4
	5
	7
	12
	4
	0.68
	0.64

	United Kingdom
	2
	1
	5
	6
	2
	0.31
	0.27

	United States
	3
	5
	7
	12
	3.5
	0.51
	0.48


Sources: Grilli, Masciandaro, and Tabellini (1991), Alesina and Summers (1993), Cukierman (1992), Cukierman, Webb, and Neyapti (1992)

As their creators generally admit, indices of central bank independence based on legal variables are limited. All of these indices focus on the wording in central bank statutes, not on the dynamics of monetary policy in practice. A country that is independent on paper might in fact face real constraints if legislators often threaten to revoke the bank’s independence should the bank refuse to ease monetary policy. Also, countries’ past experiences with inflation are likely to affect political preferences, so that politicians in a country with a history of hyperinflation might refrain from criticizing a policy of tight money. As Cukierman notes, “Factors such as tradition or the personalities of the governor and other high officials of the bank at least partially shape the actual level of [central bank] independence.” (p. 383) In response to this problem, Cukierman develops several indices of central bank independence that do not depend on central bank constitutions. One indicator is based on the turnover rate of central bank governors, with greater turnover interpreted as implying a more dependent central bank. “Rapid turnover presumably creates dependence,” Cukierman, Webb, and Neyapti note, as bank governors effectively become short-term political appointments.


In an alternative attempt to quantify actual independence, Cukierman compiles the result of a survey of individuals at the central banks of various countries. The survey queries officials on issues like the extent to which limitations on lending are adhered to in practice, and how important price stability ranks in practice as an objective of monetary policy. As with his constitution-based indices of independence, Cukierman provides two questionnaire-based indices, one based on equal weighting of various categories, and the other based on subjective weighting. The principal problem with the approach of these two indices is that data are available for only 10 of the countries represented in Table 5.1. Another difficulty is that not only are questionnaire responses subjective, but central bank officials may also have an incentive to exaggerate the independence of their central banks, for example to improve their reputations.


Cukierman combines his various indices of central bank independence into one overall index of central bank independence. The weighting of each of the indices is determined by the significance of the index in explaining the rate of depreciation in the value of a country’s currency in the 1980’s
. Specifically, the index consists of fitted values from a regression of the depreciation rate against various indices of independence. This is a technically non-arbitrary procedure, guided only by the assumption that more independent central banks have lower inflation, an assumption verified later in this chapter. However, there is no reason that an index which provides a predictor of currency depreciation will also be a good predictor of stabilization policy effectiveness. A further problem is that Cukierman provides data only for a limited subset of countries. Table 4.2 provides Cukierman’s four non-constitution based indices of central bank independence. 

Table 4.2: Additional Indices of Central Bank Independence

This table provides additional indices of central bank independence. The first column indicates the probability that a central bank’s governor stays in a given year. The second and third columns reflect questionnaire results on central bank independence. The fourth column is an overall index of central bank independence. It is derived by subtracting Cukierman’s index (p. 434) from 1.0. All indices thus range from 0.0 to 1.0, increasing in independence. Entries for which no data are available are left blank.

	Country
	CGT
	CQE
	CQS
	COI

	Australia
	
	0.73
	0.76
	0.92

	Austria
	
	
	
	

	Belgium
	0.87
	0.53
	0.47
	

	Canada
	0.90
	
	
	0.94

	Denmark
	0.95
	0.70
	0.73
	0.96

	Finland
	0.87
	0.75
	0.78
	

	France
	0.85
	0.65
	0.65
	0.91

	Germany
	0.90
	1.00
	1.00
	0.95

	Greece
	0.82
	
	
	0.89

	Iceland
	0.97
	
	
	0.89

	Ireland
	0.85
	0.51
	0.57
	

	Italy
	0.92
	0.76
	0.73
	

	Japan
	0.80
	
	
	

	Luxembourg
	0.92
	0.67
	0.66
	

	Netherlands
	0.95
	
	
	

	Norway
	0.92
	
	
	0.94

	N. Zealand
	0.85
	
	
	0.90

	Portugal
	
	
	
	

	Spain
	0.80
	
	
	0.90

	Sweden
	0.85
	
	
	0.93

	Switzerland
	0.87
	
	
	

	United Kingdom
	0.90
	0.60
	0.64
	0.93

	United States
	0.87
	
	
	0.94


Source: Cukierman (1992)

One limitation of any proxy of central bank independence is that it assumes constant independence over time, while in fact central bank constitutions may change from time to time and the dynamics of monetary policy are in constant evolution. Alesina and Summers (1993) note that constitutional changes are rare. Drastic changes do occur, however; for a case study, see Epstein and Schor (1989). The endogeneity of central bank independence in the model of Chapter 3 complicates the problem. The model implies that a country’s degree of central bank independence should depend on the incidence and severity of shocks at the time the constitution for the central bank is written. Suppose that the variance of demand disturbances changes rapidly over time, and that central bank independence remains relatively constant only because of institutional inertia. Then, the consideration of central bank independence as exogenous is unproblematic. This paper assumes that if shock severity were to change, that a country would respond by changing the degree of central bank independence. The lack of such changes would thus suggest that the incidence of shocks is relatively constant.


Indices of central bank independence make it possible to test for various links between independence and economic performance. An independent central bank might achieve better economic performance than a dependent one by insulating conservative central bankers from public pressures. Central bankers are not affected by the alleged political business cycles, in which policymakers have incentives to create surprise inflations before elections. The independence per se of a central bank could give the bankers’ policies more credibility. The public may recognize that the central bankers are relatively inflation-averse, and that the independence guarantees that a central banker will not bow to public pressure. Also, because central bankers are independent of fiscal authorities, they are unlikely to inflate simply to create seignorage revenue. On the other hand, one might suppose that a central banker sensitive to public sentiment would be more inclined to fight unemployment and thus improve economic performance at least in the short run. In addition, as the model of Chapter 3 suggests, independent central banks may be unwilling to respond to shocks and thus suffer more severe business cycles. Determining the real economic consequences of central bank independence thus requires empirical investigation. 


The tendency of countries with more independent central banks to have better inflation performance is widely acknowledged, at least for the industrial countries. Grilli, Masciandaro, and Tabellini (1991), for example, examine OECD data, and find significant effects of central bank independence on inflation performance, particularly since 1970, when inflation has been high and variable.
 Banaian, Laney, and Willett (1983) assess the mechanism underlying this trend by estimating central-bank reaction functions for 12 countries. They conclude that “monetary policy was less accommodative overall in the countries in which the central bank has been characterized as more independent.” (p. 11) Similarly, Burdekin (1987) attributes low inflation in Switzerland to the independence of the Swiss National Bank, via the mechanism of a nonaccommodative monetary policy. Although the high level of inflation observed in countries with dependent central banks is consistent with the model of Chapter 3,
 the increased variability of inflation in those countries presents a challenge. The model assumed that for a given level of shocks, a country with a dependent central bank would have a lower variance of inflation. This may suggest that in fact 

, i.e. that dependent central banks worsen (or cause) shocks rather than curing them. An alternative explanation depends on the mixed-strategy model developed in the second half of the chapter. Because the level of inflation is bimodal, a country will be predicted to have high inflation variance the closer is 

 to 0.5. If 

 for all countries is greater than 0.5, then countries with more dependent central banks could have large inflation variability. Finally, as Cukierman (1992) notes, a positive correlation between the mean and variance of inflation has long been observed. In any case, as already indicated, Chapter 3, though framed in an inflation context, is intended to model output stability.


Posen (1993) acknowledges the correlation between central bank independence and low inflation in industrial countries, but argues that there is no evidence for any of the proposed mechanisms that supports a causal linkage. Posen develops a model in which strong financial interests oppose inflation, leading to both central bank independence and low inflation. The assumption motivating the analysis is that “the less independent the central bank is, the greater the political cost the [elected government] has to pay.” (p. 21) Posen finds empirical support for his proposition by showing that the strength of financial institutions is an effective predictor of both inflation and independence. A separate possibility in interpreting the correlation between independence and inflation is that high inflation may cause low independence; indeed, Cukierman (1992) determines that such reverse causation partially explains the correlation. If central bank independence does not even cause low inflation, then it is hard to imagine that central bank independence has any real economic benefits, since such postulated benefits arise via improved inflation performance. To demonstrate a causal link between central bank independence and real economic performance, one must both identify and explain a correlation.


So far, the literature has been unable to do either conclusively. Regressing central bank independence against output growth, Grilli, Masciandaro, and Tabellini (1991) and Alesina and Summers (1993) find no significant relationship. Other studies attempt to control for structural differences between countries, with mixed results. De Long and Summers (1992) adjust for convergence effects, i.e. the tendency of countries with low initial levels of output to grow faster than countries with high initial levels of output. Controlling for the 1955 level of real output per worker, De Long and Summers find that central bank independence is significantly correlated with an increase in the growth rate. A study by Cukierman, Kalaitzidakis, Summers and Webb (1993) reaches a contradictory result. The study finds no growth benefit from independence in the industrial economies after controlling for school enrollment rates and terms of trade changes, in addition to a country’s initial GDP.


Even if the literature were to isolate some correlation between central bank independence and economic performance, the connection still requires explanation. Indeed if Posen is correct that strong financial interests are the dominant cause of central bank independence, then it is easy to see how independence and output growth could be correlated without a causal mechanism from independence to growth. Countries with the most robust growth rates are likely to develop strong financial sectors. Thus, economic performance indirectly brings about central bank independence, via the intermediary of powerful financial interests. Other scenarios are possible. For example, perhaps countries with strong economies have the most developed bureaucracies. Countries with complex institutions may be more likely to draw a firm line between fiscal and monetary policy simply because the bureaucratic mindset is to separate functions of government into the smallest possible independent tasks. The simplest way of placing fiscal and monetary policy in completely separate bureaucracies is creation of an independent central bank. 


Attempting to discern an impact of institutions on real economic performance is thus difficult when performance is measured as average output growth. Perhaps, however, identifying an alternate measurement of economic performance would be less problematic. Monetary policy presumably has at least two output goals: first, to encourage long-term economic growth; and second, to reduce fluctuations in output around its natural level. Even if central bank independence has no effect on output growth, it could conceivably allow or prevent quicker dissipation of shocks. Alesina and Summers (1993) regress central bank independence against the variance in real GNP growth, and find no relationship. Alesina and Summers conclude that “the monetary discipline associated with central bank independence ... does not have either large benefits or costs in terms of real macroeconomic performance.” (p. 159) 


There are reasons to question this conclusion. Many factors influence stabilization policy effectiveness, and the Alesina and Summers data set is small enough that it might be difficult to identify the consequences of any one factor. More importantly, even with a large sample, there are problems with using the variance of GNP growth measure. An ideal way to assess the effect of central bank independence on stabilization performance would be to directly measure 

—the variance of output around the natural level—while controlling for disparities in the severity of shocks. There are at least three problems with Alesina and Summers’ use of 

—the variance of output growth—as a substitute. First, 

 is affected by differential severity of shocks. This is likely to be a particular problem if shock severity and central bank independence are related. Second, 

 measures the variability of output growth, while 

 measures the variability of the output level. These are conceptually different, and indeed need not be positively correlated. Third, the 

 measurement includes shocks to 

, which ought not be interpreted as inefficient stabilization. The remainder of this chapter addresses these three issues in turn.


Using the variance of real GNP growth as a measure of the effectiveness of stabilization policy is problematic if one economy suffers shocks of greater severity than another. In Figure 4.1, Country A and Country B are the same as in Figure 3.2, except that Country A suffers a more severe shock. In this case, although output deviates from long-run aggregate supply for only one period in Country A, the variance of output is higher than in Country B because of the severity of the shock. The variance of real GNP growth measure reflects not only stabilization policy effectiveness, but also shock severity. This is a problem if, as in Figure 4.1, there is a significant difference in shock severity. 

Figure 4.1: Shock Variability and Output Variance

As in Figure 3.2, both Country A and Country B experience a positive demand shock, but this time, Country A’s shock is stronger than Country B’s. As a result, the variance of output in Country A (measured relative to long-run aggregate supply) may be as great as or greater than the variance in Country B, even though Country A’s stabilization policy is more effective than B’s.
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Moreover, this paper argues that central bank independence may be endogenously related to shock severity. This implication of the model in Chapter 3 exacerbates the problem with the use of the GNP variance indicator. Not only is the indicator prone to error, but it may also be biased. Suppose that countries with independent central banks are least likely to suffer shocks that cause output to vary around its long-run trend, as the model of Chapter 3 shows is plausible. Such a scenario would render any conclusion that there is no association between independence and variance of real GNP growth invalid. Central bank dependence might lower the variance of real GNP growth, but because central banks are endogenously independent in countries with low initial variances of real GNP growth, the plot misses the effect. Differential shock severity adds noise to the variance measure whether or not the theory of Chapter 3 is correct; if the theory is correct, the noise is added in a way that biases Alesina and Summers’ test.


Regardless of whether countries suffer shocks of differing severity, the goal of stabilization policy is to prevent a departure of output from its natural level, not to keep growth rates constant. This distinction is particularly critical in a model in which there is some fundamental shock to output in each period. For example, consider an economy that grows on average 3 percent per year. Suppose a shock changes the growth rate in a given year to 1 percent. A stabilization policy that is perfect with respect to growth rates returns the economy to a 3 percent growth rate in the following year. In this case, however, the level of output is still roughly 2 percent too low. A stabilization policy that is perfect with respect to the output level would cause growth to rise to about 5 percent in the subsequent year. The Alesina and Summers’ variance measure rates the stabilization policy that targets growth higher than the policy targeting the output level, even though intuitively the latter policy is more appropriate. Indeed, using a variant of the model of Chapter 3, it is possible to show that the variance of growth measure might accord no benefit to perfect over neutral stabilization. Suppose, for example, that

(4.2)


,

where 

 is the logarithm of output in period 

, 

 is a shock to output, and 

 is a constant indicating the effectiveness of stabilization. Let 

, the growth rate of output, be defined as 

. It follows that

(4.3)


.

Since 

 represents perfect stabilization and 

 represents neutral stabilization, it follows that

(4.4)


,

both with perfect and neutral stabilization policy. Moreover, intuition can be reversed; for example, 

 is greater when 

 than when 

. This is in contrast to a direct measure of the variance of GNP,

(4.5)


,

which correctly reflects the benefits of perfect stabilization. This argument does not provide an easy alternative to Alesina and Summers’ approach, however, because of the thorny empirical difficulties in measuring detrended GNP. However, this argument is meant as a caution, not as a proof that the variance of GNP growth will never be positively correlated with an measure of the variance of GNP that adjusts for growth over time, as Alesina and Summers implicitly assume. Indeed, in this example, 

 when 

, so this theoretical concern may not be a problem in practice.


A final complication with the variance of real GNP growth measure is that supply shocks may change the natural level of output. Perfect stabilization after either a demand or a supply shock returns output in the next period to the natural level. Measuring the variability of output is thus an appropriate proxy of stabilization only if there are no supply shocks, as in the model of Chapter 3. The hypothetical example in Figure 4.2 shows two ways that the variability of output growth measure can deceive. Country A has a perfect stabilization policy; aggregate demand shifts to return the economy to its long-run equilibrium one period after a supply shock. The variability of output around the natural level is low as a result, but the variability of output and the variability of output growth are high. In Country B, an aggregate demand shock is unmitigated in the second period. The variability of output around the natural level is high, but the variability of output and output growth are lower than in Country A.

Figure 4.2: Demand vs. Supply Shocks

Country A, at left, experiences a positive supply shock. The long-run aggregate-supply curve, which represents the natural level of output, shifts out to reflect the economy’s increased productive capacity. The short-run aggregate-supply curve overshoots long-run aggregate-supply in the short run. Because Country A has a perfect stabilization policy, however, an aggregate demand shift returns the economy to the long-run equilibrium level in the next period. Country B, at right, experiences a positive demand shock. Because stabilization in the country is neutral, aggregate demand does not return to the long-run equilibrium in the next period. Note that the variability of the output level is about the same in both countries.
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Chapter 5: Measuring Stabilization Performance  TC  "Measuring Stabilization Performance" \l 1 
When you can measure what you are speaking about, and express it in numbers, you know something about it.

—William Thompson

The analysis of Chapter 4 suggests that the variance of GNP growth is an imperfect proxy of stabilization policy effectiveness; development of an alternative measure is thus needed. This chapter outlines three approaches to measuring stabilization policy effectiveness that take into account Chapter 4’s criticisms of the variance of GNP growth measure.
 Two of these approaches also imply ways to measure the severity of shocks, making it possible to test the prediction of Chapter 3’s model. An important caveat to the three stabilization measures is that they do not provide measures of central-bank stabilization policy effectiveness, but of the economy’s combined capacity for stabilization. For example, a measure developed in this chapter might indicate poor stabilization effectiveness, but that ineffectiveness might be due to erratic fiscal policy. The thrust of Chapter 6 is analysis of regressions of the stabilization measures developed in this chapter against the central bank independence indices discussed in Chapter 4. The data computed in this chapter could also be used to explore other issues, such as the relationship between political instability and success at economic stabilization.


There is a tradeoff between the simplicity of a measure of stabilization policy effectiveness and the extent to which it addresses economic concerns. The measures presented later in this chapter are more complex than the earlier ones, but these less intuitive measures generally compensate by better addressing the problems described in Chapter 4 and by more accurately modeling an economy’s dynamics. All three approaches attempt to measure stabilization policy effectiveness by estimating the persistence of shocks to output. If one period’s output fluctuation depends heavily on the extent to which output in the prior period deviated from the trend, then stabilization policy is relatively ineffective, as it is unable to neutralize shocks. If, on the other hand, there is no relation between the magnitude and direction of one period’s fluctuation and the prior period’s, then stabilization policy is effective. Specifically, recall from Equations 3.7 and 3.8 that 

, while 

. The deviation of inflation from the level corresponding to the natural rate of unemployment depends on the previous period’s inflation shock and a new fundamental shock. Because 

 is assumed, the previous period’s shock is predicted to be a less significant determinant of the current period’s shock in countries with dependent central banks. If a dependent central bank is able to achieve perfect stabilization, then 

 and shocks to inflation should be uncorrelated from one period to the next. While the model of Chapter 3 addressed shocks to inflation, the assumption that there are no supply shocks guaranteed that these shocks had direct output analogs. Because of this paper’s focus on output stabilization, this chapter attempts to measure the endurance of shocks’ output rather than inflation consequences. An extension to this paper might be to modify the measures so that they assess the variability in inflation rather than output.


This chapter’s measures differ in how they define deviations from trend. The first measure considers any deviation of the output level from trend to be a shock, and computes the serial correlation of these shocks. This approach controls for the differential incidence of shocks across countries, and assesses stabilization of the output level rather than of the growth rate. The second measure improves on the first by using a richer modeling of the persistence of shocks; in particular, the measure considers a shock to be a change in output growth that recent output growth and inflation rates do not predict. This measure, however, does not distinguish between stabilization of the output level and growth. The final measure incorporates still more of an economy’s dynamics via a vector representation of both output and prices. This measure also addresses all three of Chapter 4’s critiques, including the effect of supply shocks on the natural level of output.


To compute a measure of the serial correlation of output, an index of real GDP was regressed against time. The Durbin-Watson statistic for the regression provides an indicator of the serial correlation of output around the trend line. The use of real GDP figures ensures that the variability in output, not the variability in growth rates, is measured. The Durbin-Watson statistic is approximately equal to 

, where 

 is an estimate of the serial correlation coefficient. Thus, 

 was approximated from this formula for each country to provide an indicator of serial correlation in which low numbers indicate better stabilization. Values of 

 relatively close to zero thus indicate effective stabilization. Each estimate of 

 was greater than 0.5, indicating, as expected, that all countries experienced considerable positive serial correlation. Table 5.1 provides these statistics for the industrialized countries.

Table 5.1: Serial Correlation of Real GDP

This table represents the serial correlation of real GDP. Each number is an estimate of a country’s serial correlation coefficient, equal to half of 2 – the Durbin-Watson statistic for a regression of real GDP against time. Higher numbers represent greater serial correlation, and thus less effective stabilization. Data are derived from International Monetary Fund (1993).

	Country
	SC
	Country
	SC

	Australia
	0.737
	Japan
	0.866

	Austria
	0.796
	Luxembourg
	0.801

	Belgium
	0.849
	Netherlands
	0.905

	Canada
	0.690
	Norway
	0.837

	Denmark
	0.684
	N. Zealand
	0.831

	Finland
	0.688
	Portugal
	0.696

	France
	0.860
	Spain
	0.917

	Germany
	0.785
	Sweden
	0.749

	Greece
	0.901
	Switzerland
	0.830

	Iceland
	0.672
	United Kingdom
	0.770

	Ireland
	0.813
	United States
	0.623

	Italy
	0.551
	
	



A limitation of the data in Table 5.1 is that it does not fully capture the dynamics of output and inflation shocks. It incorrectly assumes that the deviation of output from full employment is simply a first-order autoregressive process. In reality, deviations of output and inflation from trend are interrelated. The level of output in a period depends mainly on a long-term trend, but also on the level of output, inflation, and other economic aggregates in the past few periods. For example, suppose that in a given time period, output in a country is at the natural rate but inflation is high. To combat inflation, the central bank might raise interest rates, and thus lower the level of output in subsequent periods below the natural rate. If stabilization policy is perfect, then deviations of output from trend in a time period should depend neither on output deviations in the past period nor on the past period’s inflation rate. If stabilization is neutral, then inflation and output in past periods should be powerful predictors of both such variables in the current period. Suppose that the growth of output in one period depends on the growth of output and the inflation rate in the prior two periods. Then,

(5.1)


,

where 

 represents the first difference of the logarithm of real GDP and 

 represents the inflation rate in period 

. The constant 

 and the 

 parameters can be estimated for each country with an ordinary least-squares regression. The 

 parameter is a residual that measures the contemporaneous shocks to the growth rate of GDP. The 

 and 

 parameters capture the dynamics due to past shocks. The following argument explains how this distinction makes it possible to produce measures of both stabilization policy effectiveness and of shock severity.


Let 

 be the fitted value of 

, defined as follows:

(5.2)


,

where 

 and the 

 parameters are the regression estimates of 

 and the 

 parameters from Equation 5.1. Equation 5.2 provides an autoregressive reduced-form model of the economy. The model makes no a priori assumptions about economic structure. For example, the model does not assume that inflation in one period is likely to result in lower GDP growth in the subsequent period. The only assumption is that past values of GDP growth and inflation are good predictors of current GDP growth. Effectively, Equation 5.2 provides a useful basis for predicting 

 with data in periods 

 and 

. The approach is limited in that some stabilization may in reality occur within a period. This limitation is particularly troublesome with annual data, which this paper uses because of the difficulty in collecting and evaluating monthly or quarterly data for large numbers of countries. However, Equation 5.2 is useful to evaluate stabilization because past shocks are likely to be more reliable predictors in some economies than in others. Specifically, suppose a country successfully pursues perfect stabilization policy. By definition, the country is able to completely neutralize shocks to inflation or output in prior periods. Thus, the level of inflation and the level of output growth in recent periods are not nearly as significant in determining the level of output in the current period as is the average level of output growth over a long period of time. 


The 

 statistic of the regression in Equation 5.2 is therefore a good proxy of the effectiveness of stabilization policy. The 

 statistic represents the fraction of the variability in the dependent variable that can be explained by changes in the independent variables. The 

 statistic does not take into account how accurate an estimate of the dependent variable the constant term provides. Thus, in a regression estimate of Equation 5.2, a high value of 

 indicates that variability in 

 is well explained by 

, 

, 

, and 

. This suggests that stabilization policy is relatively ineffective, because past shocks are significant indicators of current shocks. A low value of 

, in contrast, suggests effective stabilization policy. The model of Chapter 3 thus suggests that for countries with independent central banks, the 

 statistic of the regression in Equation 5.1 should be relatively close to 1, while for countries with relatively dependent central banks, the statistic should be close to 0. An important caveat is that the 

 statistic is derived from first-differenced data, and thus is in fact a measure of the stabilization of growth rates, not of the stabilization of real GDP. The 

 statistic does, however, adjust for the severity of shocks, because it considers only the dynamics of stabilization, represented by the 

 and the 

 parameters, while ignoring the shock residual, 

. Note that while this shock residual is analogous to the 

 introduced in the model of Chapter 3, it represents in this case a shock to output rather than a shock to the price level. For expositional clarity in the argument that follows, define 

 as the 

 encountered in Chapter 3, i.e., as the fundamental price shock. When there are only demand shocks, the 

 parameter is related to 

 by the slope of the short-run Phillips Curve: 

. 


Intuition thus suggests that the higher the value of the 

 statistic, the less effective stabilization. This hunch about the meaning of 

 can be verified by examining the definition of the statistic. By definition,

(5.3)


,

where 

 represents the error sum of squares, 

 the total sum of squares, 

 the residual of the fitted regression in period 

, and 

 the observed mean value of 

. By definition, 

, so 

. Because 

 and 

 are statistically independent, 

(5.4)


, and thus 

. 

The following sample variances provide unbiased estimates of the population variances in Equation 5.4: 

(5.5)


, 

, and 

.

The constant 

 represents the total number of observations of 

, not including the first two which are used only as lagged independent variables. From Equations 5.3, 5.4 and 5.5, one can derive:

(5.6)


.

In the model of Chapter 3, the effective output shock, 

, is defined as 

. Because 

 is a constant, 

. The effective output shock is related to the effective inflation shock by 

, so 

. But the variance of inflation shocks can be related to the effectiveness of stabilization policy by 

. Because 

, 

. Therefore, 

 and since 

, 

. Thus, given a random sample, one should expect:

(5.7)


,

and, from Equation 5.4,

(5.8)


.

Substituting Equations 5.7 and 5.8 into Equation 5.6 and canceling produces a formula for 

 that is independent of shocks:

(5.9)


.

The 

 statistic is thus a measurable function of stabilization performance, 

, that avoids bias from the possible differential incidence or severity of shocks across countries. If the intuition about 

 expressed above is correct, then the statistic should be relatively high with relatively ineffective stabilization. A first derivative confirms this:

(5.10)


.

As 

 rises, representing less effective stabilization, 

 does indeed rise, and as 

 falls, so does 

.


Examining the 

 statistic thus makes it possible to test the implication of the model of Chapter 3, that countries with more independent central banks have less effective stabilization policies. The regression equation also allows testing of the principal prediction of the model, that countries with relatively large shocks should choose to adopt relatively dependent central banks. The standard error of the regression is a proxy for the incidence and severity of shocks in the economy. The standard error of the regression is given in Equation 5.5 by 

. The model predicts that a country with a high 

 should choose a relatively dependent central bank. The 

 statistic is an unbiased estimator of the relative extent of output shocks, but it may be inefficient. First, the standard error may be low in a country with relatively effective concurrent stabilization, for example due to strong automatic stabilizers. This problem is particularly acute with annual data. Second, output shocks are defined here as the component of output that cannot be explained by a general trend and by output and the price level in the previous two periods. But economists making predictions about GDP and inflation trends use far more complex models, and with good reason. Variables like money supply growth, interest rates, and even construction starts are key ingredients in an economy’s dynamics. Even if economists could predict 

 with certainty using all available information, the limited information on which 

 is based would ensure that 

. Because 

 is upward biased for all countries, and there is no a priori reason to suspect that the bias should be greater in certain countries than in others, relative values of 

 are effectively unbiased. It is unclear, however, whether the inefficiency of the 

 estimate makes it an impractical proxy of the extent of shocks. Table 5.2 provides the relevant 

 and 

 for a sample of countries. The data indicate that Sweden has the smallest severity of shocks, but the worst stabilization controlling for shocks. Denmark has the best stabilization, and Iceland has the most severe shocks.

Table 5.2: The R-squared and Standard Error Statistics

This table includes data that are proxies for the effectiveness of stabilization and the extent of shocks. The data are obtained, for each country, from statistics associated with the regression of Equation 5.2. The first datum for each country represents the R-squared statistic associated with the regression, and the second datum represents the standard error of the regression. Data are derived from International Monetary Fund (1993).

	Country
	RSQ
	SE
	Country
	RSQ
	SE

	Australia
	0.276
	2.02
	Japan
	0.512
	2.43

	Austria
	0.173
	1.93
	Luxembourg
	0.262
	3.06

	Belgium
	0.354
	1.93
	Netherlands
	0.287
	2.40

	Canada
	0.280
	2.36
	Norway
	0.214
	4.11

	Denmark
	0.112
	2.13
	N. Zealand
	0.182
	2.60

	Finland
	0.502
	2.57
	Portugal
	0.240
	3.46

	France
	0.410
	1.48
	Spain
	0.542
	1.85

	Germany
	0.212
	2.12
	Sweden
	0.698
	0.99

	Greece
	0.678
	2.13
	Switzerland
	0.348
	2.18

	Iceland
	0.276
	4.33
	United Kingdom
	0.212
	2.18

	Ireland
	0.197
	2.39
	United States
	0.323
	2.09

	Italy
	0.518
	1.85
	
	
	



The choice of the dependent variable in Equation 5.1, 

, as opposed to 

, reflects this paper’s empirical interest in output rather than price stability. The model of Chapter 3 assumed that there were no supply shocks. This assumption made it feasible to develop a theoretical model that considered the effects of demand shocks exclusively in inflation terms. In a world with just demand shocks, measurement of the 

 statistic for the regression of Equation 5.2 would be equivalent to measurement of the 

 statistic for an identical regression with 

 as the dependent variable. The existence of supply shocks, however, implies that the 

 statistics for regressions with dependent variables 

 and 

 need not be equal. Moreover, because supply shocks change the natural level of output, the 

 statistics reflect deviations in the natural level as well as fluctuations of output around it.


The coincidence of supply and demand shocks thus means that there is considerable noise in the data from which the 

 statistics in Table 5.2 are generated. Ideally, the responses of a central bank to a supply shock and a demand shock should be separately considered, and in the context of Chapter 3, only responses to demand shocks are relevant. Bayoumi and Eichengreen (1992), building on the theoretical foundation of Blanchard and Quah (1989), illustrate how the effects of demand and supply shocks can be separately assessed, given first-differenced data on prices and output. Blanchard and Quah demonstrate how demand and supply shocks can be identified given data on output and unemployment. Bayoumi and Eichengreen, in addition to extending this approach to data on prices and output, provide a first step in measuring demand-shock severity and shock duration. The key to the decomposition of price-output data into demand and supply shocks lies in the different permanent effects that these shocks have on the level of output and prices. As Figure 4.2 demonstrates, a positive supply shock has a permanent, negative effect on the price level, and a permanent, positive effect on the level of output. Because the aggregate-supply curve on the right side of Figure 4.2 will shift inward in the long run, a demand shock has a permanent, positive effect on the price level, and only temporary output effects.
 As the argument which follows demonstrates, and as Bayoumi and Eichengreen note, these criteria provide more information than is necessary to perform the decomposition. Specifically, a decomposition requires only assuming that supply shocks have permanent effects on the level of output while demand shocks do not. Bayoumi and Eichengreen check whether shocks identified with this assumption are consistent with the predicted effect of demand and supply shocks on the price level. In the vast majority of cases they examine, the two assumptions are indeed consistent.
 This paper adopts Bayoumi and Eichengreen’s approach, explained below.


The identification of demand and supply shocks from output and price data requires a theoretical foundation that allows one type of data to be converted into the other. Let 

 and 

 represent a fundamental demand shock and a fundamental supply shock, respectively, in period 

. Define for period 

 a vector, 

, of fundamental demand and supply shocks, such that 

.
 Similarly, define 

 as a vector of output-price data for period 

, such that 

. The assumption that only supply and demand shocks determine changes in the levels of output and prices allows for a vector regressive definition of 

, as

(5.11)


,

where 

 are constant parameters for integers 

. Of course, because 

 is not directly observable, this equation cannot be directly estimated. However, 

 may also be represented as 

(5.12)


,

where 

, 

,
 and

(5.13)


.

Defining 

 makes Equations 5.11 and 5.12 become identical. The 

 variable is defined as the vector of shocks to output and prices; this definition is consistent with that of 

 as the vector of first-differenced output and prices in period 

. Equation 5.13 thus relates the vector of output and price innovations to the vector of original demand and supply disturbances.


The computation of 

 thus requires an estimate of 

 for each time period and an identification of a single 

 to be used for all time periods; 

. The 

 vector may be estimated directly for each time period via a vector autoregression of 

, as follows:

(5.14)


,

where the last term, equal to 

, is the residual of the regression. Equation 5.14 is an autoregressive approximation of the Wold-moving average representation of Equation 5.12.
 The estimation of Equation 5.14 requires performance of two ordinary least squares regressions, one identical to Equation 5.2 and an analogous one with 

 serving as an estimate of the dependent variable. The 

 and 

 parameters are analogous to the respective parameters of Equation 5.2, but 

 to capture the result of both ordinary least squares regressions.


Because 

 has four entries, four restrictions should suffice to define the matrix. Bayoumi and Eichengreen do not indicate the formula for the 

 they use, but note that they derive it by adopting the first three of Blanchard and Quah’s restrictions. The next several pages of this paper define these restrictions and derive 

 from them. The first two restrictions are that 

(5.15)


. 

This is a normalization assumption used for identification purposes. A problem with this restriction is that it makes arbitrary any attempt to measure 

 and 

 themselves via Equation 5.12. The third restriction is that demand and supply shocks are uncorrelated random variables, a consequence of which is that the covariance of 

 and 

 is 0. The fourth restriction derives from the assumption that demand shocks, unlike supply shocks, have only temporary output effects, because they do not affect the long-run aggregate supply curve. This “implies that the cumulative effect of demand shocks on ... 

 must be zero.” (Bayoumi and Eichengreen, p. 15).


These restrictions translate into two important mathematical consequences. Both consequences rely on the following implications of the definition of 

 in Equation 5.13:

(5.16)


,

where 

 denotes the entry in the 

th row and 

th column of 

. The normalization assumption implies 

, while the orthogonality assumption implies 

. Together with Equation 5.16, this allows computation of the variances of 

 and 

, and the covariances of these variables:

(5.17)



From Equation 5.17, the first consequence, which is noted in Blanchard and Quah, follows, namely that

(5.18)


,

where 

 is the variance-covariance matrix of 

. Because an estimate of 

 can be calculated, Equation 5.18 effectively places three restrictions on 

. The second consequence follows from the fourth restriction, that the long-run effect of the 

 parameter on the level of output must be zero. As Blanchard and Quah prove, since 

, it follows from Equation 5.16 that

(5.19)


,

where 

 denotes the entry in the 

th row and 

th column of a matrix 

. By matrix multiplication, Equation 5.19 translates into the following restriction on 

:

(5.20)


.


The computation of 

, where 

 is an estimate of 

, requires that the estimation of Equation 5.14 be related to the representation of Equation 5.12. This may be done as follows:

(5.21)



The 

 parameter represents the lag operator, so, for example, a coefficient of 

 implies that the variable of which it is a coefficient should be lagged twice. The second line can be proven to be a restatement of the first using the lag operator. The third line is an infinite series expansion of the second. The coefficients in the fourth line are simply estimates of the 

 parameters in Equation 5.12. The 

 estimates may be computed directly in terms of 

 and 

 by recursive substitution into the first line of Equation 5.21, so that

(5.22)


,

where 

. One approach to computing 

 is thus to sum the elements of this sequence, until it converges to an arbitrary level of precision. Convergence of this summation is guaranteed since the stationarity assumption, which can be empirically verified, implies 

. An alternative, and faster, approach is to use Equation 5.21 to devise a formula for 

. Specifically, the equality of the second, third, and fourth lines of Equation 5.21 implies that the sum of the coefficients in the fourth line is equal to the coefficient of 

 in the second line. It follows that 

 , so 

. Let 

 denote 

. This matrix inverse, and thus the estimated summation, can then be computed as follows:

(5.23)


.


It is now possible to solve for 

. To simplify the algebra, define the parameter 

 as follows:

(5.24)


.

The combination of Equations 5.18, 5.20 and 5.24 thus conveniently reduces to the following set of nonlinear equations:

(5.25)



where 

 represents the entry in the 

th row and 

th column of 

. A solution to this system of equations identifies 

:

(5.26)



The ambiguity of the sign of 

 is intended not to indicate that either sign will do, but that the sign depends on numerical context. Specifically, it can be shown that

(5.27)


.

Thus, 

 and 

 must be of the same sign if 

, and of different signs otherwise. This thus provides enough information to provide a valid specification of 

 in Equation 5.26. It follows, however, that this specification is not unique. If 

, then 

 and 

 may either both have positive signs or both have negative signs; if 

, either 

 or 

 but not both must have a negative sign. For similar reasons, adding a negative sign to both 

 and 

 would provide an additional valid specification of 

. The selection of the particular conditional specification in Equation 5.26 is an arbitrary choice among four possibilities.


The identification of the 

 matrix in Equation 5.26 makes it possible to develop indicators of the effectiveness of stabilization responses to demand shocks, and of the severity of the shocks themselves. The techniques of Bayoumi and Eichengreen are helpful but not completely sufficient for this purpose. First, Bayoumi and Eichengreen do not develop a numerical proxy for stabilization performance. Instead, they graph the path of output and the price level to a unit demand shock as determined by the process of Equation 5.11. The path, which is called the impulse response, is determined by the 

 matrices, the impulse response functions. To derive the impulse response, assume 

 and 

, and that there are no further shocks, i.e. 

 where 

. Then 

. However, 

 for 

. Thus, from the last line of Equation 5.21, 

. For simplicity, the 

 values are defined as the estimated impulse responses. Let 

 denote the impulse response of the change in output in period 

 to a unit demand shock in period 0. This can be computed via matrix multiplication as

(5.28)


,

where 

 is a shorthand for 

 and can thus be estimated directly from the sequence for the 

 parameters in Equation 5.22. This technique makes it possible to determine how long it takes for a portion of the initial shock to output to dissipate, but does not immediately suggest a numerical proxy for stabilization performance.


Second, the normalization assumption that 

 makes direct measurement of 

 and 

, i.e. of the severity of shocks, problematic. Thus, to allow for measurement of these variables, an alternative normalization or alternative analysis is required. Bayoumi and Eichengreen suggest that a legitimate alternative normalization leads to 

, where 

 is the correlation matrix of 

 and 

. For 

 to hold, however, 

 must be true. However, maintaining the orthogonality assumption, Equation 5.16 implies

(5.29)


,

where 

 is the correlation coefficient function. Thus, Bayoumi and Eichengreen’s normalization entails 

. Yet it was precisely the arbitrariness of an assumption about 

 and 

 that motivated the need to find an alternative normalization. In addition to invalidating a portion of Bayoumi and Eichengreen’s findings, this argument suggests that a different normalization is required if 

 and 

 are to be estimated. The normalization must define 

 without making arbitrary assumptions involving 

 and 

. This author was unable to develop such a normalization, however. 


By solving for 

, it becomes possible first, to use the calculations of the impulse responses to derive a measure of stabilization performance, and second, to derive an indicator of shock severity that is directly analogous to the standard error statistics of Table 5.2. Equation 5.12 implies

(5.30)


.

From Equations 5.16 and 5.30,

(5.31)


.

It follows that

(5.32)


.


It is now easy to derive a measure of the variance in output that both controls for the severity of demand shocks in different countries and considers only demand shocks. Specifically, that measure is 

. From Equation 5.28, it is clear that this measure is simply the sum of the impulse response values across time periods. Because 

, this summation can be broken into two components as follows:

(5.33)


.

This decomposition separates the variance of output attributable to demand shocks into two components: the first is an indicator of the severity of the contemporaneous demand shock, while the second, expressed as a proportion of the left side of Equation 5.33, indicates the economic instability in response to demand shocks. 


The interpretation of the first component of the right side of Equation 5.33 relies on the assumption that there is no contemporaneous stabilization. Given this, the impulse response to a demand shock in the period the shock takes place must be a function of the shock’s severity. Thus, 

 is a proxy for shock severity. This may seem counterintuitive, because a direct measurement of shock severity would produce a value for 

. However, the total variance of output in period 0 due to demand shocks is 

, and this quantity cannot be disaggregated into 

 and 

. Effectively, the result of the assumption 

 in identifying 

 is that the 

 constant rather than 

 accounts for shock severity. Similarly with an identification based on 

, 

 would account for shock severity. Because the consequence of the 

 assumption is simply a change in the variable that absorbs the measurement of shock severity, Bayoumi and Eichengreen’s search for an identification of 

 that makes no assumption about 

 is unnecessary.


Regardless of the severity of the shock and the initial impulse response, if stabilization policy is perfect, the impulse response in subsequent time periods is 0. Thus, the lower the second component of the summation in Equation 5.33, i.e. 

, the more effective is the response to demand shocks. An important qualification, however, is that 

, the absolute value of which is an indicator of shock severity, is part of the formula for this second summation component. There is thus a possibility of bias, although the ambiguity of the signs of the relevant parameters makes it difficult to determine whether the bias would consistently cause overestimation rather than underestimation of stabilization effectiveness when 

 is large. Intuitively, when the impulse response of output to a demand shock is large in period 0, it will be large in subsequent periods too, even if stabilization is strong. The correction for this is to divide 

 by 

 to achieve a measure of demand-shock stabilization effectiveness. This maneuver produces an indicator that, like the 

 statistic developed earlier, measures the proportion of total demand-shock-caused output variance that is due to the imperfections of demand-shock stabilization policies. 


An argument that this is the appropriate measure can be made by analogy to Equation 5.6, ignoring the constant parameter and constant term attributable to degrees-of-freedom complications. This equation establishes that the 

 statistic is the proportion of the variance of output that can be explained by the economy’s dynamics. The 

 statistic and 

 are analogous, because each captures the variability in output traceable to unmitigated past output shocks rather than new fundamental shocks. Similarly, the 

 statistic and 

 are analogous, the second an indicator of the first when only demand shocks are considered. The ratio developed here is thus a vector, demand-shock based analog of the 

 statistic. The 

 statistic was inversely related to stabilization effectiveness, and by analogy, so is 

. 


A final trick can finesse a problem that the 

 statistic and this revised measure share. Both statistics indicate the effectiveness of stabilization of output growth, rather than of the output level. Equation 5.32, in particular, decomposes the variance in output growth, not the variance in output. There was no way to evade this problem in deriving the 

 statistic, but impulse response functions provide an escape here. The formula for demand shock stabilization effectiveness depends on squaring each period the impulse response of the change in the logarithm of output to a unit demand shock, and then computing the proportion of the sum of the squares not attributable to the initial impulse response. To ensure that the measure for demand shock stabilization focuses on stabilization of the output level rather than stabilization of output growth, the same procedure can be applied to the impulse response of the level of output to a unit demand shock. The impulse response in period 

 of the level of output is the sum of the impulse responses of the change in output for all periods up to 

, i.e.,

(5.34)


,

Because 

, the proxy for demand shock incidence, denoted DSI, is still 

. From Equation 5.34 and by analogy, the proxy for effectiveness of demand shock stabilization, denoted DSS, can be calculated as follows:

(5.35)



Table 5.3 provides the DSS and DSI statistics for a sample of countries.

Table 5.3: Demand Shock Stabilization and Demand Shock Incidence

This table includes data that are proxies for the effectiveness of demand shock stabilization and the incidence (severity) of demand shocks. Larger numbers indicate less effective stabilization for DSS and more severe shocks for DSI. Formulae for the derivation of these measures are discussed above. Data are derived from International Monetary Fund (1993). 

	Country
	DSS
	DSI
	Country
	DSS
	DSI

	Australia
	0.740
	2.749
	Japan
	0.962
	0.180

	Austria
	0.655
	0.575
	Luxembourg
	0.392
	2.958

	Belgium
	0.498
	1.454
	Netherlands
	0.920
	0.063

	Canada
	0.569
	0.515
	Norway
	0.856
	2.814

	Denmark
	0.920
	2.704
	N. Zealand
	0.711
	0.069

	Finland
	0.969
	0.377
	Portugal
	0.366
	2.871

	France
	0.923
	1.520
	Spain
	0.926
	2.271

	Germany
	0.513
	0.332
	Sweden
	0.378
	0.971

	Greece
	0.599
	3.927
	Switzerland
	0.625
	0.677

	Iceland
	0.793
	3.665
	United Kingdom
	0.822
	4.050

	Ireland
	0.844
	0.015
	United States
	0.696
	4.240

	Italy
	0.556
	3.296
	
	
	



Chapter 6: Results and Conclusions  TC  "Results and Conclusions" \l 1 

This chapter considers the central bank independence indices discussed in Chapter 4 and the measures of shock incidence and stabilization performance that Chapter 5 develops. The measures of shock incidence are used to assess the prediction of the model of Chapter 3, that countries with great economic instability should have relatively dependent central banks. The data do not reject the null hypothesis, that shock incidence does not affect countries’ selection of a level of central bank independence. The stabilization performance measures are used to assess the implication of the hypothesis of the model of Chapter 3, that countries with independent central banks have less effective stabilization performance. The null hypothesis for this test is that stabilization performance and central bank independence are uncorrelated. The alternative hypotheses are that countries with independent central banks have less effective or more effective stabilization performance than countries with dependent central banks. Although the first of these two alternative hypotheses is consistent with the model of Chapter 3, the data provide support for the opposite conclusion. When larger countries are given relatively more weight than smaller ones, a broad range of tests show that countries with independent central banks stabilize the output level most successfully.


Before examining the results of the test, it is useful to consider the consistency of the various indices of central bank independence. Table 6.1 reports the correlations between the various indices of independence. Examination of such a table allows assessment of the arbitrariness of independence indices. The table indicates that the various indices of independence based purely on institutional variables, in the first seven rows and columns, are highly correlated with one another. In some cases, this may be simply because one index is an extension of another. But Cukierman’s CEW and CSW correlate well with other legal-based indices, even though he derived his data independently. Pollard (1993) notes, however, that discrepancies among indices may reflect different constitutional interpretations as well as differences in the weights assigned to components of legal independence; she cites in particular discrepancies in the legal-based indices for Japan. Similarly, Banaian (1994) complains that Cukierman incorrectly assesses the extent to which the Federal Reserve has authority over policy issues. Even slight inaccuracies in independence indices may thwart attempts to find trends among data already fraught with noise. A particularly noticeable feature of Table 6.1 is the generally low correlation between the CGT index of governor turnover and the legal-based indices. This could indicate that the turnover rate of central bank governors is a poor proxy of central bank independence. However, the nature of the CGT index suggests that it measures political not economic independence. Indeed, CGT is correlated by a relatively high 0.54 to the other index of exclusively political independence, GMTP. 

Table 6.1: Correlations of Independence Indices

This table shows the correlations between various indicators of central bank independence. Each index is listed in both the first row and first column; the upper-right and lower-left of the table are symmetric. The computation of a correlation between two indices is dependent only on those countries for which both indices provide data.

	
	BP
	GMTP
	GMTE
	GMT
	AS
	CEW
	CSW
	CGT
	CQE
	CQS
	COI

	BP
	1.00
	0.52
	0.63
	0.71
	0.92
	0.68
	0.65
	0.03
	0.64
	0.58
	0.68

	GMTP
	0.52
	1.00
	0.40
	0.83
	0.74
	0.67
	0.65
	0.54
	0.86
	0.86
	0.67

	GMTE
	0.63
	0.40
	1.00
	0.85
	0.72
	0.48
	0.37
	0.16
	0.20
	0.22
	0.80

	GMT
	0.71
	0.83
	0.85
	1.00
	0.90
	0.70
	0.61
	0.43
	0.73
	0.75
	0.78

	AS
	0.92
	0.74
	0.72
	0.90
	1.00
	0.84
	0.84
	0.19
	0.81
	0.78
	0.73

	CEW
	0.68
	0.67
	0.48
	0.70
	0.84
	1.00
	0.98
	0.20
	0.62
	0.69
	0.33

	CSW
	0.65
	0.65
	0.37
	0.61
	0.84
	0.98
	1.00
	0.17
	0.63
	0.71
	0.35

	CGT
	0.03
	0.54
	0.16
	0.43
	0.19
	0.20
	0.17
	1.00
	0.37
	0.35
	0.43

	CQE
	0.64
	0.86
	0.20
	0.73
	0.81
	0.62
	0.63
	0.37
	1.00
	0.97
	0.46

	CQS
	0.58
	0.86
	0.22
	0.75
	0.78
	0.69
	0.71
	0.35
	0.97
	1.00
	0.51

	COI
	0.68
	0.67
	0.80
	0.78
	0.73
	0.33
	0.35
	0.43
	0.46
	0.51
	1.00



It is also useful to examine the correlation of the various indicators of stabilization effectiveness. Table 6.2 provides these data, and the results are not encouraging. For each indicator, a lower number represents better stabilization effectiveness, but some of the indicators are in fact negatively correlated. An optimistic explanation for the low correlations is that all the indicators are reliable, but measuring qualitatively different things. If this is the case, then the more complex measures should be given the most attention, for they best address relevant theoretical issues. Maybe, for example, the RSQ and DSS indicators do not exhibit correlation because most output volatility is due to supply shocks. Or, perhaps RSQ is an inadequate indicator because it measures the stabilization of output growth rather than the output level. A pessimistic explanation is that some (or all) of the measures are not good indicators of stabilization effectiveness in all countries. This might be true, for example, if most stabilization takes place within a year, rather than from one year to the next. If that is the case, tests using monthly or quarterly data might resolve the problem. 

Table 6.2: Correlations of Proxies for Stabilization Effectiveness

This table shows the correlations between various indicators of stabilization policy effectiveness. The first row and column is the standard deviation of GDP growth; the other rows and columns reflect measures developed in Chapter 5. Each indicator is listed in both the first row and first column; the upper-right and lower-left of the table are symmetric.

	
	STDGDP
	SC
	RSQ
	DSS

	STDGDP
	1.00
	–0.02
	0.05
	0.06

	SC
	–0.02
	1.00
	0.12
	0.24

	RSQ
	0.05
	0.12
	1.00
	–0.08

	DSS
	0.06
	0.24
	–0.08
	1.00



The data from the stabilization effectiveness measures are expressed as point estimates, not as confidence intervals. The error is likely to be greater the more complex the test. There is some evidence that there may be problems with both the reliability and the validity of the DSS measure. On the reliability side, the data is sensitive to specification; Todd (1990) notes that this is a common problem with vector autoregressive models. For example, using four lags rather than two produces an index that is highly correlated with the original, but a handful of countries are deemed to have considerably better relative stabilization when four lags are used. One way to test the validity of the measures is to examine the “over-identifying” price restrictions, that is, to check whether the impulse response functions suggest that demand shocks have a positive impact on the price level and supply shocks, a negative impact. Only 10 of 23 countries met both these criteria. However, most of this nonconformity was on the supply side, as 19 of 23 countries met the demand-side criterion. A measure of demand shock stabilization may still be valid, though it is difficult to be sure.


The proxies for shock severity, SE and DSI, are correlated to each other by only 0.24. As before, however, it is possible that this simply suggests that most serious shocks are supply shocks rather than demand shocks. If this is so, then the emphasis on demand shocks in the model of Chapter 3 may be inappropriate. In any case, the data do not strongly support the hypothesized relationship between shock severity and central bank independence, as the data of Table 6.3 indicate. Although three results are statistically significant, one result reaches an opposite conclusion from the other two. In addition, none of the results was statistically significant both with data weighted by a country’s GDP and with unweighted data. Given the large number of tests being performed, some spurious results are inevitable, although of course the positive result could be genuine and the other two spurious, or the negative results genuine and the positive result spurious. Assuming that the data are adequate, the reasonable conclusion to draw from Table 6.3 is that countries suffering greater shocks do not choose more dependent central banks. There are at least two plausible explanations for this. First, actual differences in shock severity across countries may be insufficient to warrant large discrepancies in independence. That is, if the constants in Chapter 3 were known for each country, it might turn out that the optimal degree of independence varies only slightly from country to country. In this case, other concerns are likely to dwarf the economic concerns of Chapter 3 in a country’s determination of how independent to make its central bank. Second, the severity of shocks at the time central bank constitutions were written might be only weakly correlated with shock severity more recently. Third, some or all countries may not conduct the analysis of Chapter 3. Of course, the model does not depend on the drafters’ working out the conclusion of Chapter 3 mathematically. It merely supposes that in a country with relatively large shocks, the drafters are relatively more concerned that a central bank will be reluctant to mitigate shocks. However, it is plausible that the drafters might have other political or economic concerns that make them disregard these considerations. 

Table 6.3: Tests of the Shock Incidence Hypothesis

This table shows the results of tests of the hypothesis, predicted in Chapter 3, that countries with greater shocks are more likely to choose dependent central banks. The hypothesis was tested by regressing the various indicators of central bank independence against the two proxies for shock incidence. For each combination, two tests were performed, one giving equal weight to each country, and the other weighting the data for each country by that country’s GDP, so that, for example, the U.S. data is counted considerably more heavily than Luxembourg’s. For each of these tests, the coefficient of the independent variable and the corresponding t-statistic are shown. There is a greater disparity in coefficients than t-statistics because different independence indices are defined across different ranges of numbers. An asterisk represents significance at the 0.05 level for a two-tailed test.

	Variables
	Unweighted
	Weighted by GDP

	Dep. Var.
	Ind. Var.
	Coeff.
	t–stat
	Coeff.
	t–stat.

	BP
	SE
	0.05
	0.13
	0.75
	1.15

	GMTP
	SE
	–0.89
	–0.83
	–1.26
	–0.70

	GMTE
	SE
	–1.22
	–1.09
	0.90
	0.53

	GMT
	SE
	–2.03
	–1.07
	–0.37
	–0.12

	AS
	SE
	–0.01
	–0.03
	0.39
	0.57

	CEW
	SE
	–0.03
	–0.58
	–0.05
	–0.41

	CSW
	SE
	–0.03
	–0.57
	–0.03
	–0.23

	CGT
	SE
	0.03
	2.42*
	–0.01
	–0.46

	CQE
	SE
	–0.01
	–0.06
	0.17
	0.86

	CQS
	SE
	0.01
	0.12
	0.21
	1.14

	COI
	SE
	–0.00
	–0.51
	0.02
	1.69

	BP
	DSI
	–0.15
	–0.90
	–0.04
	–0.38

	GMTP
	DSI
	–0.17
	–0.58
	0.40
	1.69

	GMTE
	DSI
	–0.34
	–1.12
	0.20
	0.84

	GMT
	DSI
	–0.48
	–0.93
	0.61
	1.43

	AS
	DSI
	–0.06
	–0.41
	0.11
	0.98

	CEW
	DSI
	–0.01
	–0.42
	0.03
	1.65

	CSW
	DSI
	–0.01
	–0.48
	0.02
	1.16

	CGT
	DSI
	0.01
	1.11
	0.01
	1.50

	CQE
	DSI
	–0.01
	–0.37
	–0.07
	–2.60*

	CQS
	DSI
	–0.02
	–0.45
	–0.07
	–2.44*

	COI
	DSI
	–0.00
	–0.50
	0.00
	0.36



The lack of support for the shock incidence hypothesis does not make Chapter 5’s development of measures of stabilization performance a useless exercise. The variance of GNP growth is a flawed measure of stabilization effectiveness, even if it is not biased by disparate shock incidence. Before examining other measures, however, it is possible to examine Alesina and Summers’ (1993) results more fully. Their finding of no significant correlation between the variance of GNP and the independence of central banks is reproducible with this paper’s GDP data, but changes of specification alter this result. The variance of GDP growth and the AS independence index exhibit mild negative correlation, with a statistically insignificant p-statistic of 0.63. However, several of the independence indices are more comprehensive and more carefully defined than the Alesina-Summers index. Also, the standard deviation of GDP growth is a better measure of stabilization than the variance, which tends to exaggerate differences. Regressions of the standard deviation against the independence measures produce two statistically significant results at the 0.05 level for a two-tailed test. The results contradict the hypothesis of Chapter 3; more independent central banks seem to have better stabilization effectiveness. The two significant results, which come from the highly correlated GMTE and GMT indices, could be a fluke. A change in the regression specification, however, provides some supporting evidence. Specifically, the regression can be weighted to reflect the size of different countries’ economies. While regressions involving the GMTE and GMT indices no longer produce statistically significant results, the GMTP, CEW, CSW, and CGT indices do show significant negative relationships with the standard deviation of GDP growth. In the case of the CEW and CGT indices, the significance holds at the 0.01 level. It is hard to imagine that this could be a coincidence, particularly since CEW and CGT are independently derived. Table 6.4 shows the results of the unweighted and weighted regression tests involving GDP.

Table 6.4: Tests Using the Standard Deviation of GDP Growth

This table shows the results of regressions checking for a relationship between the standard deviation of GDP growth and central bank independence. An asterisk represents significance at the 0.05 level for a two-tailed test. A double asterisk indicates significance at the 0.01 level. 

	Variables
	Unweighted
	Weighted by GDP

	Dep. Var.
	Ind. Var.
	Coeff.
	t–stat
	Coeff.
	t–stat.

	STDGDP
	BP
	–0.00
	–0.01
	0.05
	0.37

	STDGDP
	GMTP
	–0.09
	–1.35
	–0.12
	–2.44*

	STDGDP
	GMTE
	–0.14
	–2.60*
	–0.07
	–1.20

	STDGDP
	GMT
	–0.08
	–2.31*
	–0.06
	–2.09

	STDGDP
	AS
	–0.07
	–0.47
	–0.11
	–0.79

	STDGDP
	CEW
	–0.97
	–0.98
	–1.41
	–2.95**

	STDGDP
	CSW
	–0.87
	–0.88
	–1.30
	–2.49*

	STDGDP
	CGT
	3.41
	1.01
	–6.43
	–3.07**

	STDGDP
	CQE
	0.15
	0.13
	0.22
	0.42

	STDGDP
	CQS
	0.22
	0.19
	0.23
	0.44

	STDGDP
	COI
	–16.12
	–1.65
	0.12
	0.02



Results from weighted regressions, of course, are relevant only if the weighting is justified. Weighting is appropriate if the independence indices or the stabilization proxies are subject to more error in smaller countries than larger ones; both of these are plausible. First, stabilization in a small, open economy depends greatly on the effectiveness of stabilization in neighboring countries. This would be particularly true in a small country that fixes its exchange rate to a larger neighbor. The constitution of a central bank in such a country has less importance than the policies of the country to whose currency the exchange rate is fixed. Second, central banks may be a less important factor to overall stability in small than in large countries. Even if a small country and a large country have shocks of equal severity, the small country may have more idiosyncratic shocks because of lesser product diversification. In his classic contribution to the optimal-currency area literature, Kenen (1969) shows that supply shocks may be more destabilizing in countries with relatively low product diversification. Smaller countries may also measure economic aggregates less reliably than larger countries. These considerations suggest that large economies’ data would have less noise than smaller economies’. Some evidence supporting this hypothesis comes from Table 6.5, which shows that the correlation between the stabilization indices improves over Table 6.2 when countries are weighted by GDP. The drawback to weighting countries by their gross domestic products is that the relationship between stabilization effectiveness and central bank independence could conceivably be different in small and large economies. Thus, application of results from a weighted regression to the design of a small country’s central bank might be risky. Application of these results to a small developing country would be particularly problematic, because the dynamics of economic policymaking could be considerably different in developing and industrial economies.

Table 6.5: Correlations of Proxies for Stabilization Effectiveness

This table shows the correlations between various indicators of stabilization policy effectiveness, weighted by each country’s GDP. Each indicator is listed in both the first row and first column; the upper-right and lower-left of the table are symmetric.

	
	STDGDP
	SC
	RSQ
	DSS

	STDGDP
	1.00
	0.41
	0.51
	0.46

	SC
	0.41
	1.00
	0.26
	0.60

	RSQ
	0.51
	0.26
	1.00
	0.38

	DSS
	0.46
	0.60
	0.38
	1.00



When weighted by GDP, the measures of stabilization effectiveness developed in Chapter 5 provide persuasive verification of the results of Table 6.4. The unweighted regressions do not generally show statistical significance, with one exception. There is a significant negative relationship between the CGT index of governor turnover and both the SC and RSQ measures. This is consistent with the results of Table 6.4, in contradiction to the hypothesis of Chapter 3, but alone does not provide sufficient proof. Regressions weighted by GDP provide far more convincing evidence, as Table 6.6 indicates. Of 33 total weighted regression tests, the results of 22 are statistically significant. Of these 22 tests, 11 are significant only to the 0.05 level, 6 to the 0.01 level, and 5 to the 0.001 level. With the exception of three of the unweighted regressions, every regression, including those that are not statistically significant, shows a negative relationship between the independence and stabilization effectiveness measures.

Table 6.6: Tests of the Stabilization Effectiveness Hypothesis

This table shows the results of tests of the hypothesis, argued for in Chapter 3, that countries with dependent central banks have less effective stabilization policies. The hypothesis was tested by regressing the various proxies for stabilization effectiveness developed in Chapter 5 against the various indicators of central bank independence of Chapter 4. For each of these tests, the coefficient of the independent variable and the corresponding t-statistic are shown. An asterisk represents significance at the 0.05 level for a two-tailed test. A double asterisk indicates significance at the 0.01 level. A triple asterisk corresponds to the 0.001 level.

	Variables
	
	Unweighted
	Weighted by GDP

	Dep. Var.
	Ind. Var.
	Coeff.
	t–stat
	Coeff.
	t–stat.

	SC
	BP
	0.00
	0.02
	–0.01
	–0.29

	SC
	GMTP
	–0.02
	–0.98
	–0.04
	–3.47**

	SC
	GMTE
	–0.00
	–0.06
	–0.02
	–0.94

	SC
	GMT
	–0.01
	–0.60
	–0.02
	–2.34*

	SC
	AS
	–0.02
	–0.51
	–0.06
	–1.71

	SC
	CEW
	–0.05
	–0.32
	–0.34
	–2.44*

	SC
	CSW
	–0..05
	–0.38
	–0.32
	–2.21*

	SC
	CGT
	–0.98
	–2.25*
	–3.12
	–2.68*

	SC
	CQE
	–0.25
	–1.11
	–0.07
	–0.28

	SC
	CQS
	–0.24
	–1.10
	–0.03
	–0.10

	SC
	COI
	–1.94
	–1.87
	–4.76
	–2.99*

	RSQ
	BP
	–0.01
	–0.27
	–0.04
	–1.17

	RSQ
	GMTP
	–0.01
	–0.45
	–0.03
	–2.28*

	RSQ
	GMTE
	–0.03
	–1.77
	–0.04
	–3.12**

	RSQ
	GMT
	–0.01
	–1.20
	–0.02
	–3.29**

	RSQ
	AS
	–0.03
	–0.68
	–0.07
	–2.21*

	RSQ
	CEW
	–0.31
	–1.37
	–0.51
	–4.54***

	RSQ
	CSW
	–0.28
	–1.24
	–0.50
	–4.22***

	RSQ
	CGT
	–2.01
	–3.01**
	–1.93
	–3.55**

	RSQ
	CQE
	0.07
	0.19
	–0.21
	–0.75

	RSQ
	CQS
	–0.05
	–0.14
	–0.31
	–1.15

	RSQ
	COI
	–3.78
	–1.75
	–4.50
	–2.86*

	DSS
	BP
	–0.04
	–0.79
	–0.04
	–0.81

	DSS
	GMTP
	–0.01
	–0.28
	–0.06
	–4.09***

	DSS
	GMTE
	0.00
	0.07
	–0.02
	–0.89

	DSS
	GMT
	–0.00
	–0.12
	–0.03
	–2.61*

	DSS
	AS
	–0.05
	–0.79
	–0.09
	–1.84

	DSS
	CEW
	–0.34
	–1.31
	–0.61
	–3.87***

	DSS
	CSW
	–0.33
	–1.22
	–0.67
	–4.27***

	DSS
	CGT
	–0.27
	–0.28
	–2.67
	–3.76**

	DSS
	CQE
	–0.32
	–0.61
	–0.79
	–2.92*

	DSS
	CQS
	–0.04
	–0.09
	–0.72
	–2.35*

	DSS
	COI
	–0.96
	–0.43
	–6.33
	–3.31**



The results of Table 6.4 and 6.6 are particularly persuasive because they hold for measures of stabilization effectiveness that even when weighted are not very highly correlated. This implies that each of the measures captures different aspects or types of stabilization, as indeed the theory behind these measures suggests, but that with respect to each of these aspects, better stabilization is found in countries with more independent banks.
 In addition, the more refined of the measures of Tables 6.4 and 6.6 generally suggest the negative relationship at a higher degree of statistical significance. It is similarly reassuring that the significant relationships hold both for legal-based indices of independence, and for the CGT index, which attempts to provide an objective measure of independence. Figure 6.1 provides a graphical demonstration of how different, separately derived measures of central bank independence and stabilization effectiveness support the same conclusion. 

Figure 6.1: Central Bank Independence and Stabilization Performance

These graphs showcase two of Table 6.6’s statistically significant results. The circle for each country is weighted to reflect that country’s GDP. The x-axes provide indicators of central bank independence, with higher values representing greater independence. The y-axes provide indicators of stabilization effectiveness, with higher values representing less effective stabilization. Although the graphs use different, separately derived indicators of both central bank independence and stabilization effectiveness, both demonstrate a negative relationship between independence and output instability.
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The results that are not statistically significant are those which are formed from the independence indices most vulnerable to criticism. The BP and AS indices attempt to reflect the same qualities as the CEW and CSW proxies, but these latter measures are more carefully derived and cover a wider range of countries. The CQE and CQS indices, meanwhile, are defined for only 10 of the 23 countries, and are susceptible to errors in questionnaire responses. However, the relative inconsistency of the Grilli-Masciandaro-Tabellini indices belies easy interpretation. The GMTE index, in particular, produces a statistically significant result in only one of four cases. This may suggest that the economic aspects of central bank independence are less important than the political aspects, at least so far as stabilization is concerned. The one statistically significant result with this index, in addition to the three other negative coefficient estimates, may be a vestige of the high correlation between the GMTE and GMTP indices.


In conclusion, the evidence suggests, first, that a country does not choose the independence of its central bank on the basis of shock incidence, and second, that a country with a relatively independent central bank has relatively effective stabilization. Though these results contradict the model of Chapter 3, that model was developed under the assumption that 

, i.e., that central bank intervention is at least partially successful in mitigating shocks. If, however, the drafters of central bank constitutions believe that 

 or do not have consistent beliefs about the value of 

, then the lack of a relationship between independence and shock incidence is expected. Further, suppose that in fact, for all countries, 

. It follows that countries choosing independent central banks, for whatever reasons, should enjoy the most effective stabilization policy. Such a scenario is thus consistent with the theoretical and empirical results of this paper. However, determination of whether this is the correct interpretation of the data, and assessment of whether causality underlies the relationship identified between central bank independence and stabilization performance, requires further research.


Works Cited TC  "Works Cited" \l 1 
Alesina, Alberto. 1988. “Macroeconomics and politics.” In Stanley Fischer (ed.), NBER Macroeconomics Annual. Cambridge: MIT Press.

______, and Vittorio Grilli. 1992. “The European Central Bank: Reshaping monetary policy in Europe.” In Canzoneri, Matthew, Vittorio Grilli, and Paul Masson (eds.), Establishing a Central Bank: Issues in Europe and Lessons from the United States. Cambridge: Cambridge University Press and Centre for Economic Policy Research.

Alesina, Alberto, and Lawrence H. Summers. 1993. “Central bank independence and macroeconomic performance: Some comparative evidence.” Journal of Money, Credit, and Banking 25: 151-162.

Andersen, Torben M., and Friedrich Schneider. 1986. “Coordination of fiscal and monetary policy under different institutional arrangements.” European Journal of Political Economy 2: 169–191.

Bade, Robin, and Michael Parkin. 1980, 1985. “Central bank laws and monetary policy.” University of Western Ontario mimeo.

Banaian, King. 1994. “Cukierman’s LVAW.” Personal correspondence.

______, Leroy O. Laney, and Thomas D. Willett. 1983. “Central bank independence: An international comparison.” Economic Review, Federal Reserve Bank of Dallas (March): 1–13.

Barro, Robert, and David Gordon. 1983. “Rules, discretion and reputation in a model of monetary policy.” Journal of Monetary Economics 12: 101–122.

Bayoumi, Tamim, and Barry Eichengreen. 1992. “Shocking aspects of European Monetary Unification.” CEPR Discussion Paper Series 643. London: Centre for Economic Policy Research.

Blanchard, Olivier Jean, and Danny Quah. 1989. “The dynamic effects of aggregate demand and supply disturbances.” American Economic Review 79: 655–673.

Burdekin, Richard C.K. 1987. “Swiss monetary policy: Central bank independence and stabilization goals.” Kredit und Kapital 20: 454–66.

Canzoneri, Matthew. 1985. “Monetary policy games and the role of private information.” American Economic Review 75: 1056–1070.

Cukierman, Alex. 1992. Central Bank Strategy, Credibility, and Independence. Cambridge: MIT Press.

______, Steven B. Webb, and Bilin Neyapti. 1992. “Measuring the independence of central banks and its effect on policy outcomes.” The World Bank Economic Review 6:353–398.

______, Pantelis Kalaitzidakis, Lawrence H. Summers, and Steven B. Webb. 1993. “Central bank independence, growth, investment, and real rate.” Carnegie-Rochester Conference Series on Public Policy.

De Long, J. Bradford, and Lawrence H. Summers. 1992. “Macroeconomic policy and long-run growth.” Economic Review, Federal Reserve Bank of Kansas City (Fourth Quarter): 5–30.

Epstein, Gerald A., and Juliet B. Schor. 1989. “The divorce of the Banca d’Italia and the Italian Treasury: A case study of central bank independence.” In Lange, Peter, and Marino Regini (eds.), State, Market, and Social Regulation: New Perspectives on Italy.  Cambridge: Cambridge University Press.

Flood, Robert P., and Peter Isard. 1989. “Monetary policy strategies.” IMF Staff Papers 36: 612–632.

Fratianni, Michele, Jürgen von Hagen, and Christopher Waller. 1992. “The Maastricht way to EMU.” Essays in International Finance 187. Princeton: Department of Economics, Princeton University.

Giavazzi, Francesco, and Marco Pagano. 1982. “The advantage of tying one’s hands: EMS discipline and central bank credibility.” European Economic Review 32: 1055–1082.

Goodhart, Charles A. E. 1994. “Game theory for central bankers: A report to the governor of the Bank of England.” Journal of Economic Literature 32: 101–114.

Grilli, Vittorio, Donato Masciandaro, and Guido Tabellini. 1991. “Political and monetary institutions and public financial policies in the industrial countries.” Economic Policy 13: 341–392.

Healey, Nigel M., and Paul Levine. 1992. “Unpleasant monetarist arithmetic revisited: Central bank independence, fiscal policy and European Monetary Union.” Quarterly Review, National Westminster Bank (August): 23–37.

International Monetary Fund. 1993. International Financial Statistics Yearbook. Vol. XLVI. Washington, D.C.: International Monetary Fund.

Judge, George, W.E. Griffiths, R. Carter Hill, Helmut Lütkepohl, Tsoung-Chao Lee. 1985. The Theory and Practice of Econometrics. Second Edition. New York: John Wiley and Sons.

Kenen, Peter. 1969. “The theory of optimal currency areas: An eclectic view.” In Mundell, Robert and Alexander Swoboda (eds.), Monetary Problems of the International Economy. Chicago: University of Chicago Press.

Kydland, Finn E., and Edward C. Prescott. 1977. “Rules rather than discretion: The inconsistency of optimal plans.” Journal of Political Economy 85: 473–492.

Mundell, Robert. 1961. “The theory of optimum currency areas.” American Economic Review 51: 657-665.

Neumann, Manfred J. M. 1991. “Precommitment by central bank independence.” Open Economies Review 2: 95–112.

Pollard, Patricia S. 1993. “Central bank independence and economic performance.” Review, Federal Reserve Bank of St. Louis (July/August): 21–36.

Posen, Adam S. 1993. “Why central bank independence does not cause low inflation: Behind the institutional fix.” Harvard University mimeo.

Rogoff, Kenneth. 1985. “The optimal degree of commitment to an intermediate monetary target.” Quarterly Journal of Economics 100: 1169–1190.

Todd, Richard M. 1990. “Vector autoregression evidence on monetarism: Another look at the robustness debate.” Quarterly Review, Federal Reserve Bank of Minneapolis (Spring): 19–37.

Yeung, David. 1991. “A generalization of the model structure of the Gordon Barro analysis.” Atlantic Economic Journal 19(2): 70.  

�This distinguishes the game described from the classic Prisoner’s Dilemma. In the Prisoner’s Dilemma, each prisoner benefits from cheating regardless of the actions of the other prisoner. Here, the public would cooperate if it were to believe that the central bank will too.


�Costs in loss functions are expressed as positive numbers, and benefits as positive. Thus minimization of the loss function maximizes benefits minus costs.


�For simplicity, assume that the b parameter is a constant. Barro and Gordon, in contrast, define the parameter as a random variable with a fixed mean and variance. This allows for the central banker’s preferences to change over time.


�Barro and Gordon use the term “rule” to describe an inflation policy. This term is confusing, however, because the term implies precommitment. The purpose of the Barro-Gordon analysis is to solve for a reputational equilibrium in the absence of rules.


�The change in specification of the loss function is non-trivial. Yeung (1991) shows that even in a very general version of the Barro-Gordon framework that does not depend on the quadratic-linear structure of Equation 2.2, there is a positive inflation bias. However, Barro and Gordon’s proof that the temptation to break the ideal policy is greater than the enforcement for doing so need no longer hold. It can be shown that with this setup the result will not hold if the rate of time discount is greater than 2/(2+2f).


�Henceforth, tildes over variables or functions are used to represent values associated with discretion and central bank dependence; in contrast, bars represent values associated with rules and central bank independence.


�It is assumed that � EMBED "Equation" "Word Object19" \* mergeformat  ��� is normally distributed. From the definition of the normal curve, it follows that � EMBED "Equation" "Word Object20" \* mergeformat  ���� EMBED "Equation" "Word Object20" \* mergeformat  ���, and � EMBED "Equation" "Word Object20" \* mergeformat  ���, where � EMBED "Equation" "Word Object21" \* mergeformat  ��� and the exponentiated � EMBED "Equation" "Word Object22" \* mergeformat  ���’s represent the mathematical constants 3.14159... and 2.17828..., not inflation and the initial shock.


�“Cumbersome” is an understatement. The integrals in the above footnote belong to the family of impossible integrals, so there is no closed-form solution for them. Any solution would need to be an approximation.


�This is computed via the inflation over that period. Specifically, the depreciation rate is defined as π/(1+π). For example, a country with 100 percent inflation over the decade has a depreciation rate of 0.5.


�Cukierman, Webb, and Neyapti (1992) find that this relationship does not hold in the developing countries, where other factors are better predictors of inflation. 


�These findings could, however, simply reflect different preferences for inflation across countries. Legal-based indices of independence consider whether the constitution includes a price-stability motive. Whether such a statement influences central bankers or simply reflects national tastes is an open question.


�The criticisms of Chapter 4 would continue to be relevant if the variance of GDP growth were substituted for the variance of GNP growth. Gross domestic product figures are more appropriate, however, since stabilization policies for a given country affect foreign firms within the country more than expatriate firms from the country. GDP rather than GNP figures are used to generate the data in this chapter.


�The Schwarz-Bayes informational criteria for this regression confirms that the choice of two lags was indeed appropriate. The average Schwarz-Bayes value for the countries assessed was 2.02. For some countries, the optimal lag length was not two. However, two lags were used for all countries to ensure comparability of results.


�While supply and demand shocks both have permanent effects on the price level, they do not necessarily have permanent effects on inflation.


�Of 30 data cases, Bayoumi and Eichengreen find that only decompositions of Norway, Ireland, and the Rocky Mountain region of the U.S. identify demand and supply shocks in a way that is inconsistent with the predicted differential effects of these shocks on the price level.


�The T superscript is used for typographic simplicity to denote the transpose of a matrix.


�� EMBED "Equation" "Word Object1" \* mergeformat  ��� here is the two-by-two identity matrix. An identity matrix is a matrix with diagonal entries 1 and all other entries 0. 


�Wold’s decomposition theorem states that all stationary autoregressive processes have moving average representations. See, for example, Judge et al. (1985), p. 231.


�One implication of this consistency is that the theoretical distinction between stabilization of the GDP level and GDP growth may be irrelevant in practice. Two of the measures capture the stabilization of GDP growth, and two of the measures capture the stabilization of the GDP level. Also, an analysis conducted using a DSS measure targeted at GDP growth stabilization produced qualitatively comparable, though not as statistically significant, results.
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