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Introduction:

In March 2000, the Nasdaq Composite Index broke 5000 points for the first time and ever since it has been a downward fall to its current levels of around 2000.  When the market was nearing its peak, many financial economists, such as Robert Shiller expressed a sense of puzzlement at the seemingly excessive stock valuations.  “We are unsure whether the high levels of the stock market might reflect unjustified optimism, an optimism that might pervade our thinking and affect many of our life decisions” 

(Shiller, 2000, p. 14).  

Implicit in Shiller’s remark and the similar worries of other economists, is whether the financial markets are efficient.  The efficient markets hypothesis (EMH) states that asset prices incorporate all information and it is impossible to use information to earn a consistent, positive abnormal return (Ross, Westerfield and Jaffe, 1998, p.319).  Evidence such as excessive stock price valuations, along with other market anomalies, raise concerns because they challenge the EMH and suggest that the financial markets may not be directing savings and investment to their most efficient uses.  Market anomalies are also a concern because evidence of persistent abnormal return opportunities would suggest that investors may not act in their own self-interests.  

James Tobin (1984) argued however, that in order to fully understand the EMH and the implications of potentially inefficient markets, it is important to distinguish between two forms of informational efficiency: fundamental value (FV) efficiency and information arbitrage (IA) efficiency.  FV efficiency states that the price of a company’s stock equals its fundamental value—the present discounted value of its expected future flow of dividend or other payments.  In short, asset prices serve as the optimal forecast of a company’s fundamental value.  IA efficiency says that stock prices reflect all available information and investors cannot use information to earn a consistently positive abnormal return. Tobin’s distinction is therefore important because it suggests that market efficiency is not all or nothing.  FV efficiency certainly fails when stock prices move away from their fundamental values for reasons other than random forecasting error.  IA may not necessarily fail however, if non-fundamental factors or information, such as the presence of noise traders in the financial markets, cause such price deviations and do not create profit opportunities for rational investors.  If FV efficiency fails, asset prices do not provide accurate signals for savers and investors, but if IA efficiency still holds investors may continue to act in their self-interests.  

Tobin’s distinction has led to two schools of thought regarding market efficiency.  One group is the strict EMH adherents such as Eugene Fama (1991) and Peter Fortune (1991).   These economists tend to lump the two forms of informational efficiency together.  For example, Fortune asserts that the key insight of the EMH is that security prices reflect all available information and provide the best estimate of their underlying company’s fundamental value (Fortune, 1991, p.19).  Consequently, Fortune and other economists in the group view any evidence of prices deviating from their fundamental values as a sign that the EMH is invalid.  

The second group of economists however, led by Andrei Shleifer, implicitly recognizes Tobin’s distinction between FV and IA efficiency.  Shleifer (2000) suggests that the market is comprised of both rational investors and noise traders.   The presence and actions of noise traders likely create increased price fluctuations in a company’s stock and cause its mean long-term asset value to differ from its fundamental value. However, abnormal return opportunities for rational investors do not necessarily develop because of the additional stock price risk that noise traders create.   Shleifer and others in the group therefore believe, like Tobin, that IA efficiency does not necessary fail when prices deviate from their fundamental values.  Instead they argue that IA only fails when rational investors see these price fluctuations as profit opportunities. 
Economists have spent much time studying market anomalies given the differing views of the Fama/Fortune and Shleifer schools of thought and the questions raised by the behavior of asset prices in the stock market.  My essay addresses one of these market anomalies, the Standard and Poor’s (S&P) 500 Effect, which only recently has gained significant attention.  S&P claims that its additions to the 500 Index (hereafter the Index) do not provide any new financial information about the company being added.  Therefore the price of a company’s stock should theoretically not change after S&P announces its addition to the Index.  The actual stock price response of a company should thus provide insight into the market efficiency debate.  Harris and Gurel (1986) and Shleifer (1986) discovered however that on average the stock price of Index additions between 1976 and 1983 increased about 3% immediately after S&P announced their inclusion in the Index.  More recent studies by Dhillon and Johnson (1991) Beneish and Whaley (1996) and Lynch and Mendenhall (1997), suggest that the average initial price increase for Index additions has risen over time and become relatively permanent.   

I consider the S&P 500 effect using additions between 1978 and 1998.  While I find evidence that is consistent with the growth of the initial price increases for Index additions over time, I do not find any evidence of substantial permanent price increases.    My results do show that for the more recent Index additions there has been a substantial increase in the systematic and unsystematic components of their stock price volatility post-addition.  In addition, my results for the Index additions between 1992 and 1998 are particularly interesting. During this period, the capitalization of S&P 500 index funds was the greatest and one would expect the impact of noise traders on Index additions to be most noticeable.  My findings in this sample period are broadly consistent with Shleifer’s model of noise trading.  Moreover, the average permanent price decrease that I observe suggests that the effects of noise traders could be an increasingly important part of the explanation for the S&P 500 Effect.   

My essay is organized as follows. In the first chapter I will discuss the implications of the failure of FV and IA efficiency as well as present some of the most frequently discussed market anomalies.  I then consider the existing literature on the S&P 500 Effect and five potential theoretical explanations for the average price changes associated with companies’ additions to the Index.  In chapter two, I discuss my sample, data and calculation methods.  In the third chapter, I present and discuss my results and in the fourth chapter I conclude.

Chapter 1: Financial Market Anomalies, Efficiency Implications and Theoretical Explanations for the S&P 500 Effect.

The functioning of the financial markets has always been an important topic of discussion for economists.  In 1935, John Maynard Keynes argued that stock prices rose or fell relative to their intrinsic values because of “crowd” reactions and not because of changes in future dividends or growth prospects (Keynes, 1935, p.156).  Over six decades later, in 1996, Alan Greenspan voiced similar concerns over the state of the financial markets. He labeled the actions of investors that lead to the seemingly excessive valuations of the technology era as “irrational exuberance” (Shiller, 2000, p. 3).  

The underlying message and concern of both Greenspan and Keynes’ remarks is that the behavior of investors results in mispriced financial assets.  According to Keynes, in situations where crowd behavior and not changes in fundamentals cause asset price fluctuations, long-term, socially advantageous investing based on securities' fundamental values becomes impractical (Keynes, 1935, p. 157).   Keynes presented his reasoning well before the introduction of the EMH.  However, his argument implies the key problem with the failure of FV efficiency---asset prices do not provide accurate signals to direct savings and investment to their most efficient uses.   Firms infer incorrect discount rates on their physical capital and thus may not undertake positive net present value projects and or mistakenly undertake negative net present value projects.  This results in the inefficient allocation of resources and firms do not maximize their value.  In addition, households choose how much to consume today versus tomorrow based on the rate of return they receive on their financial investments.  If asset prices provide incorrect signals about these returns then households may incorrectly substitute savings for consumption or vice versa and make consumption decisions that do not turn out to maximize their lifetime utility. Therefore, the failure of FV efficiency is very troubling because the economy suffers from non-optimal investment and consumption decisions by firms and households respectively.   

Evidence of the failure of IA efficiency in the financial markets also raises concerns.  For example, two assets with the same risk characteristics and expected cash flows might trade at different prices.  In IA efficient markets arbitrageurs should take advantage of the profit opportunity from such mispriced assets and restore the equality between the asset prices through their actions.   In IA inefficient markets however, such mispricing, and the possibility for investors to earn consistent, abnormal returns would persist.  This situation is troubling because it violates the law of one price, which says that two fundamentally identical assets cannot sell at different prices.  Moreover, it implies that rational investors are not exploiting the profit opportunities that exist in the financial markets.  Therefore, the presence of IA inefficiency would challenge the economic principle that individuals always act in their self-interest and capitalize on welfare enhancing opportunities. 

Market Anomalies and Tests for Efficiency:

Given the implications of a potential lack of FV and IA efficiency in the financial markets, economists have spent much time studying market anomalies in hopes of drawing conclusions about the validity of the EMH.  The most frequently discussed and studied events are the January, Small Firm and Weekend Effects.  Another widely known test of the EMH is Robert Shiller’s examination of the volatility of stock prices relative to their fundamental values.  His 1981 study is not only an important part of the market efficiency debate, but it also provides an example of how, as Shleifer suggests, IA efficiency can exist even when FV efficiency fails.  I will briefly discuss the three common market anomalies and then consider Shiller’s work. 

The January and Small Firm Effects are two related market anomalies that challenge the EMH.  Evidence suggests that on average, stock returns are significantly higher during the month of January especially for smaller companies.  Owning stock in small capitalization firms does create additional risk for investors, as on average they are generally less liquid than large capitalization firms.  After appropriately adjusting the betas of small firms to account for this risk however, there should be nothing fundamentally different about them during January that suggests their stocks should perform better than those of large firms.  Still, Schultz (1985) finds evidence that between 1963 and 1979 the difference between the risk-adjusted returns of small and large firms was as much as 0.7 percent per day during January (Schultz, 1985, p.333).  Higher risk adjusted returns imply higher prices for small firms and thus the January and Small Firm Effects violate FV efficiency.  IA efficiency fails as well, since just because it is January investors can earn an consistent, albeit risky abnormal return by purchasing a basket of small company stocks at the beginning of the month and selling it at the end. 
  However, while the January and Small Firm Effects are a legitimate challenge to the EMH, the potential abnormal returns are modest given investors’ transaction costs. In addition, evidence of the two effects has diminished over time (Fortune, 1991, p.22). 

The Weekend Effect also provides an example of potential market inefficiency.  Using data from 1953-1977 Copeland and Weston (1992) find that stock prices tend to decline between the close of business on Friday and the close on Monday (Copeland and Weston, 1992, p. 391). Peter Fortune (1991) obtains similar results using data from the 1980s.  No evidence however, suggests that there is something fundamentally different about companies on Fridays versus the subsequent Mondays, which would explain such a consistent change in their stock prices. Therefore, the Weekend Effect violates FV efficiency.  IA efficiency also fails because investors who know about the Weekend Effect could sell stocks short on Friday and earn a consistent, albeit risky abnormal return by purchasing them back at the market close on Monday. 
 However, as with the January and Small Firm Effects, transaction costs likely eliminate any potential profits from the Weekend Effect (Copeland and Weston, 1992, p. 391). 

Robert Shiller’s finding regarding market efficiency is more compelling and less easily negated than the evidence from the January, Small Firm and Weekend Effects.  In a 1981 paper, Shiller examined the fluctuations of stock prices relative to their fundamental values. 
  According to FV efficiency, a company’s stock price should represent the best estimate of its fundamental value as determined by the present discounted value of its expected future dividend payments.  Therefore, Shiller argued that a company’s stock price should be an optimal forecast of its ex post fundamental value.   Since the property of optimal forecasts states that the actual forecast should vary less than the variable it forecasts, he then reasoned that stock prices should fluctuate less than their calculated fundamental values (Fortune, 1991, p.25).  Using data from numerous firms, Shiller found however, that the variance of companies' stock prices was far greater than the variance of the present discounted value of their realized cash flows. 
 

Shiller’s results are important for two reasons.  For one, given all available information, a company’s stock price does not appear to be the best estimate of its fundamental value.  Consequently, stock prices may not provide accurate signals to direct savings and investment to its most efficient uses.   In addition, even though Shiller’s results violate FV efficiency, IA efficiency does not also necessarily fail.   

Theoretically, rational investors could either purchase or sell stocks when their prices fluctuate below or above their fundamental values, respectively, and earn an abnormal return by closing their position when the prices eventually return to their fundamental values.  Such arbitrage though should eliminate the price deviations and abnormal return opportunities, which Shiller’s results suggest does not necessarily occur. This reasoning assumes however that rational investors time horizons are infinite and arbitrage is without risk.   

Shleifer (2000) presents a model of the financial markets however that suggests arbitrage is risky because of the presence of noise traders and because investors’ time horizons are short. 
  Unlike rational investors, noise traders form inaccurate perceptions about a company’s expected stock return, which causes them to become overly optimistic or pessimistic about the stock.  Since investor optimism is a random variable, the sentiments of noise traders cause excess fluctuations in a company’s stock price. Rational investors bet against noise traders and decrease their position in the company’s stock when noise traders are optimistic and drive its price up and expected return down.  Similarly, they increase their holdings when noise traders are pessimistic and drive the stock’s price down and its expected return up.  

However the more rational investors change their positions and bet against noise traders, the more they expose themselves to the risk that noise traders sentiments could change and cause them to suffer a loss due to further stock price deviations.  Moreover, the effect of noise traders is broad based and they are not driven out of the markets so the risk they create is systematic and cannot be diversified away. 
  Therefore all of the price volatility created by noise traders is not arbitraged away because risk averse, rational investors are hesitant to completely adjust their positions in a stock in response to noise trader induced price fluctuations.   Shleifer concludes then that since the price volatility created by noise traders is not completely eliminated, stock prices can fluctuate in excess of their fundamental values (Shleifer, 2000, p. 51).  He also suggests that given the excess price volatility of a company’s stock due to noise trading, the price risk to investors from holding the stock differs from the risk of the stock’s underlying cash flows.  A company’s stock price thus fluctuates around a mean long-term asset value that accounts for this risk, but is different from the company’s fundamental value. Increases in the variance of noise traders’ sentiments therefore not only increase a stock’s price volatility but also increase its price risk and cause it long-term asset value to fall.  (Shleifer, 2000, p.37).

While Shleifer’s model violates FV efficiency, IA efficiency does not necessarily fail. Rational investors do not necessarily see the excess price fluctuations in a company’s stock caused by noise trader sentiments as profit opportunities because of the increased risk arbitrage would entail.  In addition, even though on average rational investors can expect to earn a higher return by betting against noise traders they do not earn an abnormal return because their return compensates them for the increased risk they face.    

Shleifer’s model therefore not only explains Shiller’s findings of persistent excess price volatility but also suggests that although his findings violate FV efficiency they do not necessarily also violate IA efficiency.  As I have already discussed, any market anomalies that violate FV efficiency are troubling.  However, differentiating between the two forms of informational efficiency and incorporating Shleifer’s view of the financial markets allows one to determine the extent of the market efficiency failure suggested by an observed market anomaly. 

The Standard and Poor’s 500 Effect:

One can gain further insight into the market efficiency debate by studying what happens to a company’s stock price when it is added to the S&P 500 Index. S&P states that its decision to add a company to the Index does not depend on the company’s underlying fundamentals or expected future cash flows.  Instead S&P seeks to maintain an index that is representative of the overall US stock market. A company that declares bankruptcy, completes a merger or no longer meets the S&P criteria is replaced in the Index with the next largest company in the same industry or a company in a different industry that helps the Index be a better proxy for the overall stock market. 
  Potential replacement candidates are kept on highly secret lists.  Therefore, while the announcement of an Index change should come as a surprise to investors, it should not theoretically signal a change in the added company’s financial or business prospects.
   The existing literature on the event however, suggests that a company’s addition to the Index leads to an increase in its stock price.

TABLE 1.1

Summary of Previous S&P 500 Effect Literature

	Authors:
	Years Studied
	#

Obs.
	Size Initial

CAR a (%)
	Perm 

CAR (%) d
	Price 

Reversal (%)

	Harris and Gurel   (1986)
	1973-1983
	194
	3.0
	0
	Full

	Shleifer (1986)
	1976-1983
	102
	2.8
	1.7
	1.1

	Wurgler and Zhuravskaya (1999)
	1976-1989
	259
	3.3
	NA
	NA

	Dhillon and Johnson  (1991)
	1976-1983

1984-1988
	86

101
	2.4

3.6
	-4.1

2.3
	Full +

-1.3

	Beneish and Whaley  (1996)
	1986- 9/1989

10/1989-6/1994

1986-6/1994
	70

33

103
	3.7 b
5.9

4.4
	7.4 e
2.7

5.0
	No

-3.2

No

	Lynch and Mendenhall (1997)
	1990-1995
	34
	3.8c
	4.9 f
	-2.3g


      a Cumulative Abnormal Return

    b BW look at the CAR from the announcement day (AD) close to the effective day (ED) plus 1 (day) close.

      [In October 1989 S&P began pre-announcing changes to the Index to ease order imbalances.  There are on average 

      five days between the AD and the ED while before October 1989 the AD and ED were the same.]

       c LM look at the CAR from the AD plus one until the ED minus 1.

       d Permanent CARs are measured for 60 days from the announcement day unless specified.

       e  BW measure the permanent CAR from the AD close to the ED plus 60 day close.

        f LM only calculate the permanent CAR from the AD until the ED plus 10

       g LM measure the reversal from the ED to the ED plus 10. 

Table 1.1 summarizes the previous research on the S&P 500 Effect.  Collectively the studies suggest three important results.  The observed initial cumulative abnormal returns imply that on average the price of a company’s stock rises following the announcement of its addition to the Index.
  This increase appears to have grown over time.  Moreover, the majority of the studies, especially the ones covering more recent data, find that on average the stock prices of index additions permanently increase, although the prices appears to reverse partially following their initial announcement related rise.  The authors of these studies offer a range of explanations for the S&P 500 Effect from the rapid growth of index funds to long run, downward sloping excess demand curves for stocks.  In the next section, I will explore some of these ideas as well as present my own theories for the S&P 500 Effect and its potential implications for market efficiency.  

Possible S&P 500 Effect Explanations:

There are five potential explanations for the S&P 500 Effect.  The first is what Shleifer (1986) and others have called the “information hypothesis.”  Even though S&P claims that its announcements of Index additions provide no new or relevant financial information about the added companies, investors may still perceive or misperceive the event as “good news.”   As Shleifer (1986) points out, S&P does perform a financial analysis of the potential replacement candidates for the Index in order to avoid high turnover rates (Shleifer, 1986, p. 586).   Therefore investors may view a company’s addition to the Index as a certification of its financial soundness or prospects for longevity.   If this is the case, then the expected future cash flows of companies should rise following their additions to the Index, which would increase their present discounted values and result in permanently higher stock prices.
  FV and IA efficiency would hold, as the added companies’ stock prices adjust to incorporate investors' changed expectations.  The information hypothesis however does not explain the apparent growth in the average price increase for Index additions over time. 

Dhillon and Johnson (1991) offer a second explanation for the S&P 500 Effect.  They argue that Index additions will benefit from reduced agency costs because the companies will receive increased scrutiny from industry analysts and investors (Dhillon and Johnson, 1991, p 76). As Jensen and Meckling (1976) suggest, increased monitoring reduces agency costs and benefits equity holders because it is more difficult for a company’s managers to act in their own self-interests at the equity holders’ expense.   Analysts alert investors when a company’s management is spending too much money on personal perquisites rather than pursuing projects that enhance shareholder value.  Increased monitoring therefore reduces the incentives for managers to spend money irresponsibly and the number of value enhancing projects undertaken by the company should increase.  If the Index additions do benefit from reduced agency costs, then their expected cash flows and hence their stock prices should increase permanently post addition, in a manner consistent with FV and IA efficiency.   Like the information hypothesis however, the reduced agency cost hypothesis does not explain the apparent growth in the average price increases for Index additions over time.  

The three other explanations for the S&P 500 Effect consider the demand and supply effects on the Index additions.  Before discussing these explanations however, I will briefly explain the supply and demand for stocks.  In terms of supply, each public company has a set number of available tradable shares as dictated by its bylaws and by the number individuals and or institutional investors who hold large quantities of its stock that they do not trade.
   Therefore, the supply curve for a public company’s stock is perfectly inelastic (vertical) at its available quantity of tradable shares.  

The long-term demand curve for a public company’s stock should be perfectly elastic (horizontal).  According to CAPM, if company A and company B have the same betas, then the expected returns of A and B will be the same in order for both stocks to lie on the security market line.  IA efficiency and financial market equilibrium further imply that the prices of A and B must adjust to keep their expected returns the same.  I will call the stock price of company A that makes its expected return equal the expected return of B, the “equivalent price.” A’s demand curve is horizontal at this price over the long-term.  If the price of A rose above its equivalent price, long-term, rational investors would sell their shares of A and buy shares of B because they could receive a higher expected return for the same level of systematic risk.  Conversely if the A’s price decreased relative to its equivalent price, its expected return would be higher than B’s, for the same amount of systematic risk, and long-term investors would sell their shares of B to buy shares of A. 
 Such arbitrage by rational investors would continually drive the price of A to its equivalent price over the long-term.

Within very short time horizons however, the excess demands of short term investors such as noise traders, can create fluctuations in the price of A’s stock that are not immediately arbitraged away.   Therefore, A’s stock could have a downward sloping excess demand curve.  In other words, the actual price of “A” can be thought of as its equivalent price plus the product of a constant “(,” that measures investors’ transaction costs and A’s price risk, and a proxy “(ed,” that represents noise traders’ excess demand for shares of A based on changes in their sentiments (Pa=Pe+((ed).
    When transaction costs are zero and rational investors’ do not face any noise trader risk by increasing or decreasing their holdings in A, then (=0 and the price of A equals its equivalent price. Rational investors will immediately arbitrage away any price deviations.  

Transaction costs are not zero however, and the presence of noise traders in the market creates price risk for rational investors in the short-term.   Therefore the excess demand shocks created by noise traders can cause temporary deviations of A from its equivalent price to persist in the short run because risk averse, rational investors will not completely arbitrage away these price fluctuations. The price of A will eventually return to its equivalent price however, as more long-term investors, holding well diversified portfolios, readjust their holdings to take advantage of the mispricing of A.   Within short time horizons then, the changes in noise trader optimism can cause A to have a downward sloping excess demand curve. Over longer periods of time, however, A’s demand curve will be perfectly elastic.

The arguments about the supply and demand curves for company A’s stock can be extended to the stock of any company.  Within this supply and demand framework three potential trading effects could occur for companies added to the Index.  Two of these potential “trading effects” are related to the actions of S&P 500 index tracking funds, which attempt to match the Index return.  Therefore these funds initially demand large quantities of shares of a company’s stock when it is added to the Index.  The index funds then hold these shares for as long as a company is in the Index, which reduces the supply of the company’s available tradable shares.
    

As of 1996, all index funds combined likely purchased 950 million dollars worth of shares of each Index addition or over 32 million shares for a company with a 30 dollar stock price.
  Index funds purchase these shares in large blocks.  Copeland and Weston (1992) cite the work of Kraus and Stoll (1972), who find that when large block sales occur, stock prices initially decline and then recover approximately 71 percent of their losses (Copeland and Weston, 1992, p 373).   Copeland and Weston suggest that stock prices initially fall because large block sales result in negative price pressure.  The prices do not necessarily fully recover however, because investors may view these sales as a sign that institutional investors are aware of negative news about the company  (Copeland and Weston, 1992, p. 370).

While Copeland and Weston only discuss large block sales, their reasoning can be applied to the large block purchases made by index funds when S&P announces a change to the Index.  These purchases likely result in a large, excess demand shock for the added company’s stock and create temporary, positive price pressure on its stock.
   Given transaction costs, holders of the company’s shares at the time of the announcement likely require some form of premium for selling their shares to meet the index fund demand.   Once this demand is met and the large block purchases subside, the added company’s stock price should eventually return to its equivalent price.  A complete price reversal may not immediately occur however, as with large block sales, because investors may believe that S&P is providing a signal about the financial soundness of the added company as I have already discussed. 

The temporary price pressures created by index fund demand could explain the growth over time of the apparent stock price increases associated with the S&P 500 Effect. As table 1.2 shows, the total market capitalization of S&P 500 index funds has risen dramatically since 1976. 

TABLE 1.2

Index Fund and S&P 500 Index Capitalization
	
	1976
	1980
	1984
	1988
	1992
	1996

	S&P 500-tracking index fund capitalization ($ billion)
	19
	35
	68
	135
	255
	475

	S&P Total Capitalization                      ($ Billion)
	662
	926
	1217
	1897
	3015
	5626

	Size of Index Funds as % of total S&P Capitalization
	2.9
	3.8
	5.6
	7.1
	8.5
	8.4


          





            (Source: Wurgler and Zhuravskaya, 1999)

  Note: I tried repeatedly to find the index fund capitalization for 1998, but neither S&P nor Morningstar could   

  provide this information.

One would expect then that the excess demand shocks for Index additions have grown as well, thus creating greater, positive price pressure for an added companies’ stocks over time.   Such price pressures, caused only because of large index fund excess demand shocks, would violate FV efficiency in the short term.   In a strict sense, IA efficiency would fail as well.  Technically, an investor could earn an abnormal return by selling short the stock of Index additions after their initial price increase and covering after their price reversal.  However, as Copeland and Weston (1992) suggest, transaction costs and uncertainty about the point at which the price reversal begins following large block trades would lessen these potential excess returns and make them risky (CW, 1992, p. 375). 
  Therefore, the short term effects of temporary price pressure on Index additions may not suggest overly troubling violations of IA efficiency in terms of Shleifer’s view of the financial markets. As long as there is not a pattern of consistent abnormal return opportunities following the temporary price pressure, IA efficiency holds in the long run.  FV efficiency holds as well in the long-term assuming the added companies’ stock prices equal the present value of their expected cash flows.   

The large quantity of shares purchased by index funds could also result in a second “trading effect” for Index additions.  Index funds indefinitely hold the shares of an added company, which they purchase.  Therefore index funds effectively reduce the number of available tradable shares for the company, which would likely alter the effect of noise traders’ excess demand shocks on the company’s stock price.  The size of these shocks can be thought of as the quantity of the company’s stock noise traders wish to trade based on a change in their sentiments as compared to the company’s available tradable shares.  Consequently, the same quantity of shares demanded by noise traders before and after a company’s addition to the Index would result in a larger excess demand shock and greater price fluctuations for the company’s stock post-addition.   The variance of the company’s stock price would thus increase and likely cause the covariance of its return with the market return to also rise.  According to CAPM, greater covariance with the market return increases a company’s beta and required rate of return and causes its stock price to fall.
  Therefore, the increased price volatility “trading effect” would result in permanently decreased stock prices for Index additions.  These price declines should become larger as the capitalization of index funds grows and they collectively purchase more shares of Index additions’ stocks. 

The increased price volatility hypothesis violates FV efficiency because the stock prices decline of Index additions are not due to a change in the risk of the companies’ expected future cash flows.  Instead, changes in the noise trader induced price volatility of the companies’ stocks increase rational investors’ risk of holding the securities and lowers their mean long-term asset value. Moreover, rational investors will not see the persistent, increased price volatility of the stocks around their lower mean long-term asset values as a profit opportunity because of the increased, noise trader induced price risk. The hypothesis therefore does not necessarily represent a violation of IA efficiency given Shleifer’s model.  

In contrast to the increased price volatility hypothesis, a third “trading effect,” suggests how Index additions could potentially experience decreased price volatility.  As the reduced agency cost hypothesis implies, there is perhaps more publicly available information about a company after its addition to the Index.  Television stations and the print media are constrained by air time and space respectively and would perhaps choose to discuss a S&P 500 company over a non-S&P 500 company, because the former is likely larger and holds a more prominent place in its industry and the market. With more available information, noise traders would perhaps be less likely to want to trade an added company’s shares based on misinformation.  Therefore, according to this hypothesis, the number and size of the excess demand shocks caused by noise traders that affect the added company’s stock should decrease along with the variance of its stock price.  The covariance of the added company’s returns with the market return should then decline and cause its beta to fall and stock price to rise.  

This reduced misinformation trading effect could thus lead to an average permanent price increases for Index additions but does not provide an explanation for the apparent growth in the price increase over time.   This hypothesis however would violate FV efficiency because as with the increased price volatility hypothesis, the risk to investors of holding the shares of the Index additions changes but the risk of the companies’ underlying cash flows does not.  IA efficiency holds however given Shleifer’s theory.  With a reduction in the number of noise traders, the long-term asset value of companies’ added to the Index should rise, as their systematic price volatility falls, thus eliminating any potential profit opportunities for rational investors.  
Theoretical Summary:

TABLE 1.3

Summary of S&P 500 Effect Explanations

	Theory:
	Price Change:
	Long Term

FV Efficient?a
	Long Term

IA Efficient?b
	Price changes grown over time? c

	Information Hypothesis
	Perm. Increase
	Yes
	Yes
	No

	Reduced Agency Cost Hypothesis 
	Perm. Increase
	Yes
	Yes
	No

	Temporary Price Pressure Hypothesis
	Temp. Increase
	Yesd
	Yesd
	Yese

	Increased Price Volatility Hypothesis
	Perm. Decrease
	No
	Yes
	Yesf

	Reduced Noise Trading Hypothesis 
	Perm Increase
	No
	Yes
	No


     a Indicates whether the long-term effects of the hypothesis are consistent with FV efficiency.

     b Indicates whether the long-term effects of the hypothesis are consistent with IA efficiency.

     c Indicates whether a rise in index fund demand over time could cause the price changes associated with the 

      hypothesis to  grow over time as well.

     d The temporary effects of this hypothesis would technically violate IA and FV efficiency.

     e A growth in index fund demand should cause the temporary price pressure effect to increase in magnitude

      f A growth in index fund demand should cause the permanent price decreases associated with this hypothesis to     

     become larger.  

Table 1.3 summarizes the potential explanations for the S&P 500 Effect.  Although the existing evidence about the S&P 500 Effect challenges the increased price volatility hypothesis, it cannot be ignored or discounted.  Some combination of these theories could in fact explain the price changes associated with the S&P 500 Effect.  Moreover, none of the previous authors have examined companies’ betas pre and post addition.  If the S&P 500 Effect does in fact cause Index additions’ stock prices to permanently change, examining the betas of these companies’ pre and post-addition might provide insight into the cause of the price change and whether it is consistent with FV and IA efficiency.   For example, FV efficiency would fail if the betas of Index additions increase due to a systematic change in their price volatility and their prices fall. IA Efficiency however, may still exist given Shleifer’s noise trading framework and the increased price volatility hypothesis.  

In the next chapter, I will examine the data, sample and methods I used for calculating the cumulative abnormal returns and beta changes for the Index additions between 1978 and 1998.  
Chapter 2: Data, Sample and Calculation Methods

The large number of changes to S&P 500 Index over the recent years has raised awareness amongst the media and the general public about the S&P 500 Effect.  Especially last year, one could turn on CNBC and frequently hear about a stock that was up four or five percent due to S&P announcing that it would be added to the Index.  In fact, the 59 index changes in 2000 exceeded the number of changes in 1976 when S&P completely reshuffled the Index.  Unfortunately, not enough post-addition data is available to include the Index changes from 2000 or even 1999 in my study.  Instead, I examined the S&P 500 Effect using additions to the Index from 1978 to 1998. 
  

Sample and Data:


Between 1978 and 1998 S&P changed the Index 475 times.  I purchased lists of the changes from 1978 to 1987 as well as 1991 and 1993 directly from S&P, while I used information from Bloomberg and the Standard and Poor’s Directories for the other years.
  The latter two sources often only listed the effective dates for the Index changes. I used information from the Lexis Nexis business news service to obtain the announcement dates.
   I needed the announcement date for a company’s Index addition in order to study how its stock price initially reacts to the news that it will be added to the Index.   Although there is also an Index deletion for every addition, I was only able to study Index additions given my time constraints. 
 


Each of the 475 additions to the Index had to meet certain criteria in order to be included in my sample.  For one, since I wanted to study the price effects immediately after S&P announces a company’s addition to the Index, I had to eliminate 5 companies for which I could not find the announcement date of their addition.  Moreover, each company needed to have 310 trading days of pre and post announcement daily return data available from either the DataStream or CRSP securities databanks to fulfill the requirements of my event estimation window.
  I therefore removed 3 companies, which did not have any data available through either source.  I also could not include 39 companies for which data was available, but did not meet my 310 trading day pre and post data requirement.
 

A number of additional companies also failed to meet the data criteria because S&P added them to the Index as the result of mergers, restructurings or spin-offs.  For example, in 1993 Price Company merged with Costco to become Price/Costco.  S&P therefore removed Price Co. from the Index and added Price/Costco.  Since Price/Costco did not trade for many days before its addition to the Index, it lacked sufficient pre-addition data and is not included in my sample.   In total, I excluded 29 companies due to mergers.  For similar reasons, I could not include companies added to the Index after being spun-off from a parent company such as the Baby Bells in 1983.  I removed 14 such spin-off additions.   Some Index changes also occurred due to corporate restructurings.  For example, in 1998, Marriott International became Marriott International (new). S&P therefore added Marriott International (new) to the Index and removed Marriott International. I eliminated 19 such additions from my sample.
  

Previous authors also eliminated any company from their samples, which had firm specific, financial news concurrent with when S&P announced of it inclusion in the Index.  Beneish and Whaley (1996) argue that such company specific news releases could contaminate the price effects of S&P’s announcement.
 They thus removed any company with firm specific information in the period two days before until two days after S&P announced its inclusion in the Index (BW, 1996, p 1914).
  Therefore, to make my sample consistent with those used in the previous S&P 500 Effect studies I eliminated an additional 47 companies using the news criteria suggested by Beneish and Whaley.
  This left me with a sample of 320 Index additions that could be examined in isolation of any other news that might affect the price of their stock at the time S&P announced their additions to the Index. 

Removing companies due to news raises questions about the randomness of my sample.  Theoretically, the standard errors of my results should account for any potentially contaminating, firm specific financial news.  However, the magnitude of a company’s stock price change after S&P announces its inclusion in the Index, is much greater for a company that is simultaneously affected by other news.   For example, on December 21st, 1998, America Online announced a multiyear marketing agreement with Dell Computer Corporation to package its Internet service on Dell’s PCs.  On December 22nd, S&P announced AOL’s addition to the Index.  AOL’s cumulative abnormal return (CAR) for the announcement day and day following was about 14 percent.  On average the CAR for most companies on the announcement day and day following is only about 3 or 4 percent.  Eliminating companies such as AOL from my sample therefore reduces the likelihood that my results will be adversely affected by the apparent much greater magnitude of the cumulative abnormal returns for Index additions with concurrent news.  An interesting area for future research, however would be to see whether the results of my study change if a sample of Index additions is used that includes companies affected by simultaneous news.   

The exclusion of companies from my sample for which I could not find an announcement date or any price data, also raises concerns about the randomness of my sample.  However, this only affected eight companies out of the population of 475 additions between 1978 and 1998.  In addition, I made every effort to get the necessary information and data on these firms.  Even with the necessary data, adding eight more companies to my sample of 320 would likely not significantly alter my results. 
 
Methods and Calculations:

I used my sample of S&P 500 Index additions to calculate two things:  the betas of the companies before and after they are added to the Index as well as their cumulative abnormal returns (CARs) after S&P announces their additions.  I created a time line for my event study from 310 days before the announcement date until 310 days after in order to make these calculations.   

FIGURE 2.1
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As Figure 2.1 shows, I divided my time line into three sections: the pre-estimation window, the event window and the post-estimation window. 
   Event time is designated by ( where (=0 represents the announcement date of a company’s addition to the Index. As the diagram suggests, the post-estimation window runs from 60 days post announcement to 310 days post-announcement [( (60,310)].  Similarly the pre-estimation window runs from 310 days pre-announcement to 60 days pre-announcement [( (-310,60)].  I used both the pre and post estimation windows to calculate an added company’s pre and post addition betas while I also used the pre-estimation window to calculate the company’s abnormal returns over the event window.  I chose 250 trading days for the estimation windows to have enough daily data for accurate beta calculations.   Finally, the event window runs from 59 days pre-announcement to 59 days post-announcement [( (-59,59)]. 

Calculating the Beta Changes for Index Additions

To calculate the pre and post addition betas for each company, I evaluated the market model over the pre and post estimation windows.  The market model compares the return on any security i with the return on the market in any period t.  According to CAPM the model is:
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I estimated the model for each company by regressing its daily returns on the daily returns of the S&P 500 Index.
  I obtained a company’s point change in beta, post- addition, by calculating the difference between the regression coefficient ((i) from the post-estimation window and the regression coefficient from the pre-estimation window.   I then computed the average beta changes for all the Index additions in my sample as well as those in the sub-sample periods 1978-1984, 1985-1991 and 1992-1998.

Using the S&P 500 return as a proxy for the market return could potentially bias the null hypothesis that a company’s change in beta, post addition, equals zero.  Once a company is added to the Index, its return becomes a part of the market return.  Certainly the covariance of company A’s return with the return of the 500 companies in the Index is higher when A is one of those 500 companies.  However, the covariance of the return of A with the S&P 500 return is defined as the share of A in the Index times the variance of its stock price plus the covariance of the returns of the 499 other companies with the market return, times their index share.  The increase in A’s covariance with the market return due to its becoming a part of Index is not large especially when you consider the market capitalization of A as compared to the overall capitalization of the Index.  

For example, in May 1994, Microsoft was one of the largest companies ever, in terms of market capitalization, to be added to the Index.
  Microsoft’s market capitalization was approximately 20 billion yet it only represented about 0.6 percent of the overall S&P 500 capitalization of 3,350 billion. 
  Given its index share, Microsoft’s addition to the Index should not have dramatically impacted the covariance of its return with the market return.  Moreover, since Microsoft represented one of the largest capitalization companies ever added to the Index, the impact of most companies’ inclusion in the Index on the covariance of their returns with the market return should be even less substantial.  Therefore the change a company’s beta between the pre and post estimation windows should provide a nearly unbiased estimate of any change in the company’s systematic risk as a result of its inclusion in the Index. 

Calculating the Cumulative Abnormal Returns for Index Additions:

A company’s abnormal return on any day is defined as the difference between its return as predicted by the market model and its actual return on that day.  Algebraically, for any security i the abnormal return AR on any day ( is:   
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To calculate the predicted returns for each company, I first estimated the market model over the pre-estimation window. Based on the estimate of the regression coefficient (i, I forecasted the returns for each company through the event window [i.e. ((-59,59)]. I then obtained each company’s abnormal return on each day in the event window by subtracting its forecasted return from its actual return on that day.  A company’s CAR is just the sum of its abnormal returns for the event days ((x,y).  

I calculated the CARs of each company for the days (0,1), (0,5), (0,59) and (6,59).   The CAR (0,1) reflects a company’s initial stock price increase after S&P announces its addition to the Index.
  The CAR (0,5) shows whether a company experiences a price increase that persists during the week following S&P’s announcement.  In addition, the CAR (0,59) suggests whether there is any permanent price effect associated with a company’s addition to the Index. 
   Finally, the CAR (6,59) compares a company’s one week and sixty day price changes and reinforces whether there is a difference between the temporary and lasting price changes for the company after S&P announces its addition to the Index.   

In order to draw conclusions about the S&P 500 Effect, I computed the average CARs for the additions to the Index over my entire sample as well as in the same three sub- sample periods as the betas: 1978-1984, 1985-1991 and 1992-1998.  For example, the mean CAR (0,1) for Index additions between 1978 and 1984 would simply be the average of each addition’s respective CAR (0,1) during that period.   Notice that the variance of the average CAR (x,y) is computed in the same manner, except that the sum of the variances for each of the N companies’ respective CAR (x,y), in the given sample period, is divided N squared.
  The null hypothesis that the average CAR equals zero can be tested by dividing the average CAR (x,y) by the square root of the variance of the average CAR(x, y).
  

In the next section, I will present the average CAR and beta change results for my sample of Index additions as well as discuss the implications of my findings.

Chapter 3: Beta Change and Abnormal Return Results

My results suggest that additions to the S&P 500 Index experience initial stock price increases followed by price reversals after S&P announces their inclusion in the Index. Both of these price effects have grown over time and they are consistent with the temporary price pressure hypothesis.  I also find substantial evidence that especially for the more recent additions, the systematic and unsystematic components of their price volatility increase.  Moreover, in the most recent period during which the capitalization of index funds is the greatest, my results are broadly consistent with Shleifer’s noise trading framework and the increased price volatility hypothesis.  An explanation for my permanent price results from the other periods is less apparent. However my results are substantially different from those in the previous S&P 500 Effect literature, as I do not find evidence of a substantial permanent price increase for Index additions over any sample period.  

Cumulative Abnormal Returns:

Table 3.1 (see the next page) presents the average CARs for the Index additions over my entire sample and the three sub-sample periods.   The positive average CARs (0,1) are significantly different from zero and suggest that companies’ stock prices initially increase when S&P announces their inclusion in the index.  Moreover, the magnitude of the average CARs (0,1) increase across the three sub-samples and are statistically significantly different from each other. 
  Therefore my CAR (0,1) results imply two things: on average the stock prices of Index additions initially increase, and these increases have grown over time.      

TABLE 3.1

Average Cumulative Abnormal Returns
	
	
	
	
	(0,1) 
	
	(0,5)
	
	(0,59)
	
	(6,59)

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Period
	 
	Na
	 
	Avg. CARb
	 
	tc
	 
	Avg. CARb
	 
	tc
	 
	Avg. CARb
	 
	tc
	 
	Avg. CARb
	 
	tc

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1) 1978-84
	105
	
	2.15%*
	
	7.23
	
	1.82%*
	
	2.77
	
	-1.05%
	
	-0.50
	
	-2.87%
	
	-1.45

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	2) 1985-91
	114
	
	3.07%*
	
	11.87
	
	3.41%*
	
	7.60
	
	0.11%
	
	0.08
	
	-3.30%
	
	-2.45

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	3) 1992-98
	101
	
	4.64%*
	
	15.33
	
	4.90%*
	
	9.34
	
	-3.91%
	
	-2.36
	
	-8.81%*
	
	-5.53

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1978-98
	
	320
	
	3.26%*
	
	19.82
	
	3.36%*
	
	11.78
	
	-1.54%
	
	-1.70
	
	-4.90%*
	
	-5.70

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1978
	
	12
	
	2.64%
	
	
	
	2.61%
	
	
	
	-8.67%
	
	
	
	-11.27%
	
	

	1979
	
	13
	
	1.11%
	
	
	
	1.70%
	
	
	
	-5.84%
	
	
	
	-7.54%
	
	

	1980
	
	11
	
	2.06%
	
	
	
	2.22%
	
	
	
	3.91%
	
	
	
	1.69%
	
	

	1981
	
	16
	
	3.48%
	
	
	
	1.39%
	
	
	
	-5.27%
	
	
	
	-6.66%
	
	

	1982
	
	23
	
	2.03%
	
	
	
	2.78%
	
	
	
	8.89%
	
	
	
	6.11%
	
	

	1983
	
	7
	
	2.69%
	
	
	
	2.57%
	
	
	
	-3.62%
	
	
	
	-6.19%
	
	

	1984
	
	23
	
	1.54%
	
	
	
	0.41%
	
	
	
	-2.95%
	
	
	
	-3.36%
	
	

	1985
	
	18
	
	2.13%
	
	
	
	2.51%
	
	
	
	2.49%
	
	
	
	-0.01%
	
	

	1986
	
	23
	
	3.15%
	
	
	
	3.09%
	
	
	
	-2.36%
	
	
	
	-5.44%
	
	

	1987
	
	20
	
	3.50%
	
	
	
	3.46%
	
	
	
	5.07%
	
	
	
	1.61%
	
	

	1988
	
	19
	
	3.42%
	
	
	
	3.71%
	
	
	
	-1.10%
	
	
	
	-4.81%
	
	

	1989
	
	20
	
	2.99%
	
	
	
	2.38%
	
	
	
	-1.63%
	
	
	
	-4.01%
	
	

	1990
	
	7
	
	3.97%
	
	
	
	5.13%
	
	
	
	-2.73%
	
	
	
	-7.86%
	
	

	1991
	
	7
	
	2.43%
	
	
	
	7.09%
	
	
	
	-0.95%
	
	
	
	-8.05%
	
	

	1992
	
	5
	
	2.00%
	
	
	
	4.29%
	
	
	
	-1.48%
	
	
	
	-5.77%
	
	

	1993
	
	6
	
	5.65%
	
	
	
	7.30%
	
	
	
	2.96%
	
	
	
	-4.34%
	
	

	1994
	
	12
	
	2.34%
	
	
	
	3.20%
	
	
	
	0.29%
	
	
	
	-2.91%
	
	

	1995
	
	18
	
	2.77%
	
	
	
	2.90%
	
	
	
	-1.63%
	
	
	
	-4.54%
	
	

	1996
	
	15
	
	3.49%
	
	
	
	5.06%
	
	
	
	0.82%
	
	
	
	-4.24%
	
	

	1997
	
	19
	
	8.64%
	
	
	
	8.58%
	
	
	
	-3.71%
	
	
	
	-12.29%
	
	

	1998
	
	26
	
	4.99%
	
	
	
	3.85%
	
	
	
	-12.34%
	
	
	
	-16.19%
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	
	

	a Number of additions in the given period
	
	
	
	
	
	
	
	
	
	
	
	

	b Average Cumulative Abnormal Return in the given period 
	
	
	
	
	
	
	
	

	c t-statistic for testing whether the average CAR is different from zero

* Significant at the 1 percent level. 
	
	
	
	
	
	


The average CARs (0,5) reinforce the fact that the growth in the average initial stock price increases associated with companies’ additions to the Index are consistent with a rise in index fund capitalization and larger excess demand shocks over time.  As with the average CARs (0,1), the average CARs (0,5) increase in magnitude and are statistically significantly different from each other across my three sub-sample periods. 
   I do not find evidence however suggesting that this initial price rise persists much longer than a week.
 The magnitudes of my average CARs (6,59) imply that added companies’ stock prices substantially reverse following their initial increases.
 These price reversals have become more negative over time.
  Therefore, considered together my average CAR (0,1), CAR (0,5), and CAR (6,59) results suggest that stock prices of Index additions initially increase and then reverse.  Both of these effects have increased over time and therefore, my results are consistent with the rise in index fund capitalization and the temporary price pressure hypothesis.   

In addition, the average CARs (0,59) along with the average CARs (6,59) suggest that unlike previous authors, I do not find any evidence of a substantial, permanent price increases associated companies’ inclusion in the Index.  In fact, in the most recent period, I find the permanent price change to be negative and statistically significant. The inconsistency of my CAR (0,59) results with previous S&P 500 Effect studies is reinforced by the fact that even over the 1984-1988 period studied by Dhillon and Johnson (1991), I find an average CAR (0,59) of 0.03 percent as opposed to their result of 2.3 percent.
  Similarly, between 1986 and 1994, using roughly the same sample as Beneish and Whaley (1997), I find a CAR (0,59) of –0.15 percent as opposed to their average permanent CAR of about 5 percent. 
  While my results do not appear to be consistent with the findings of the previous S&P 500 Effect studies, it is important however to consider whether the permanent price changes I observe can be explained by the beta changes for companies post-addition.

Betas Changes for Index Additions:

Table 3.2

Average Beta Changes
	Period
	 
	N a
	 
	Avg. Beta Change b
	 
	 t c

	1978-84
	
	105
	
	-0.039
	
	-1.07

	1985-91
	
	114
	
	0.159*
	
	4.66

	1992-98
	
	101
	
	0.117*
	
	3.03

	
	
	
	
	
	
	

	1978-98
	
	320
	
	0.081*
	
	3.78

	
	
	
	
	
	
	

	1978
	
	12
	
	-0.186
	
	

	1979
	
	13
	
	-0.144
	
	

	1980
	
	11
	
	0.055
	
	

	1981
	
	16
	
	-0.257
	
	

	1982
	
	23
	
	0.013
	
	

	1983
	
	7
	
	0.035
	
	

	1984
	
	23
	
	0.132
	
	

	1985
	
	18
	
	-0.022
	
	

	1986
	
	23
	
	0.180
	
	

	1987
	
	20
	
	0.122
	
	

	1988
	
	19
	
	0.173
	
	

	1989
	
	20
	
	0.288
	
	

	1990
	
	7
	
	0.236
	
	

	1991
	
	7
	
	0.179
	
	

	1992
	
	5
	
	0.068
	
	

	1993
	
	6
	
	0.143
	
	

	1994
	
	12
	
	0.081
	
	

	1995
	
	18
	
	0.053
	
	

	1996
	
	15
	
	-0.021
	
	

	1997
	
	19
	
	0.188
	
	

	1998
	
	26
	
	0.207
	
	

	a Number of additions in the given period
	

	b Average change in beta in the given period

	c t-statistic for testing whether the beta change is different from zero

* Significant at the 1 percent level


Table 3.2 presents the average change between the pre and post addition betas of Index additions.  The results demonstrate that while the average beta changes have not increased continually over time, the more recent additions have experienced a substantial increase in their betas and hence the systematic component of their price volatility. 
  This finding is important because it is consistent with the idea that noise traders increase the price fluctuations of companies’ stocks after they are added to the Index.    

The price volatility created by noise traders however need not only affect the systematic component of companies’ price volatility.  Shleifer’s noise trading model assumes that all noise trader price risk is systematic because noise traders are homogenous in their beliefs and there is only one risky asset.  In reality, noise traders are heterogeneous and their sentiments will likely affect stocks differently. As a result, the influence of noise traders on Index additions’ stocks could affect the unsystematic component of their price volatility as well as the systematic component.  The standard error of the market model regression used to calculate the betas provides an estimate of the unsystematic component of price volatility.  Therefore, the difference in the standard errors of companies’ market model regressions between the pre and post estimation windows captures any change in the unsystematic component of their price volatility.   

TABLE 3.3

Standard Error Changes
	Period
	 
	N a
	 
	Std Error % Chg. b
	 
	t c
	Initial Std Error d
	 
	Pt. Chg. Std. Error e

	
	
	
	
	
	
	
	
	
	

	1978-84
	
	105
	
	5.54%
	
	1.87
	0.0197
	
	0.000123

	1985-91
	
	114
	
	6.02%
	
	1.71
	0.0186
	
	0.000114

	1992-98
	
	101
	
	13.75%*
	
	3.39
	0.0201
	
	0.00171

	
	
	
	
	
	
	
	
	
	

	1978-98
	
	320
	
	8.30%*
	
	4.07
	0.0194
	
	0.000619

	
	
	
	
	
	
	
	
	
	

	1978
	
	12
	
	6.03%
	
	
	
	
	

	1979
	
	13
	
	2.21%
	
	
	
	
	

	1980
	
	11
	
	3.88%
	
	
	
	
	

	1981
	
	16
	
	13.61%
	
	
	
	
	

	1982
	
	23
	
	15.09%
	
	
	
	
	

	1983
	
	7
	
	-8.63%
	
	
	
	
	

	1984
	
	23
	
	-2.87%
	
	
	
	
	

	1985
	
	18
	
	8.20%
	
	
	
	
	

	1986
	
	23
	
	25.21%
	
	
	
	
	

	1987
	
	20
	
	-3.92%
	
	
	
	
	

	1988
	
	19
	
	-34.47%
	
	
	
	
	

	1989
	
	20
	
	25.46%
	
	
	
	
	

	1990
	
	7
	
	14.14%
	
	
	
	
	

	1991
	
	7
	
	11.91%
	
	
	
	
	

	1992
	
	5
	
	28.36%
	
	
	
	
	

	1993
	
	6
	
	-13.45%
	
	
	
	
	

	1994
	
	12
	
	-9.32%
	
	
	
	
	

	1995
	
	18
	
	-2.68%
	
	
	
	
	

	1996
	
	15
	
	22.53%
	
	
	
	
	

	1997
	
	19
	
	15.10%
	
	
	
	
	

	1998
	
	26
	
	33.21%
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	a Number of additions in the given period
	
	
	

	b Average % change in the standard errors of Index additions’ market model regressions 

	c t-statistic for testing null hypothesis that the percent change in the std. errors is zero

	d Average standard error of additions’ pre-estimation window market model regressions

	e Average point change in the standard errors of Index additions’ market model regressions

* Significant at the 1 percent level


Table 3.3 presents the average percentage change in the standard errors for Index additions.
  The results suggest that on average the unsystematic component of price volatility has increased for these companies.  In addition, this increase has become more substantial over time.  My standard error results are thus important because they reinforce the idea that noise traders increase the stock price volatility of companies after their inclusion in the Index.  Moreover, they also reiterate that price volatility is more substantial for the more recent Index additions.  

Although my beta and standard error results are broadly consistent with the increased influence noise trading, the increased price volatility hypothesis does not explain my findings in every sample period.  In the first period, the average change in the systematic component of companies’ price volatility is slightly negative in magnitude. In the second period the substantial increase in the average systematic volatility component is not accompanied by a negative permanent price change, as the hypothesis would suggest.  Notice however that despite these inconsistencies, some evidence of the effects of noise traders exists in these two periods.   In the first period, there is an increase in the unsystematic component of price volatility and in the second period both components of price volatility increase.   
In addition, my third period results are of particular interest. In this period, the total capitalization of S&P 500 index funds was the greatest (see Table 1.2), and one would expect the effects of noise traders to be the most evident.  My findings during this period are consistent with the increased price volatility hypothesis.  They show a substantial increase in the systematic component of companies’ price volatility that is broadly consistent with the substantial permanent price decline [CAR(0,59)].  Moreover, the fairly precise increase in the unsystematic component of price volatility is the most substantial of any of the three sample periods and reinforces the influence of noise traders on the Index additions.  Therefore my results from the most recent period are qualitatively consistent with the increased price volatility hypothesis.  

Using a simple model, it is also possible to test whether my results are quantitatively consistent with the hypothesis.  The price of a company’s stock can be thought of as a growing perpetuity:
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 CAPM says that a company’s required return 
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[2] where Rf  equals the risk free interest rate, 
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is the market risk premium.
  The change in a company’s required rate of return with respect to the company’s change in beta then is 
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Given this simple model then, my third period results would be quantitatively consistent with the increased volatility hypothesis if my estimates of the average increase in beta of 0.117 and the average price decline of 3.9 percent imply a value of (rr-g) that is line with the historical dividend yield for the S&P 500 Index of about 3.5 %.
    Solving equation 3 given my estimates and a market risk premium of 9.2 percent, implies that 

(rr-g) equals 28 percent.
  This result is not consistent with the historical dividend yield.  In fact, my observed price decrease underestimates the implied price decline, based on my estimate of beta, by a factor of 8.
   These estimates are however subject to error. I thus considered the 95 percent confidence region around my observed beta and CAR (0,59) estimates from the period and tested whether the implied price decline based on the lowest possible beta increase overlapped with the highest possible observed price decline.  The highest possible price decrease based on my observed CAR (0,59) is 7.22 percent and the lowest possible price decline implied by my beta estimate is 9.7 percent.
  My estimates thus do not even overlap within the range of values given by the 95% confidence interval around them. Therefore given this simple model, it does not appear that my results in the most recent period are quantitatively consistent with the increased price pressure hypothesis.  

Even though the increased price volatility hypothesis does not appear that it can quantitatively explain my results in the third period, it is entirely possible that the more than one hypothesis explains the permanent price decline that I observe.  For example, perhaps despite what S&P claims, companies’ additions to the Index could provide a signal to investors about higher expected future cash flows.  Added companies’ cash flows could also increase due to reduced agency costs as Dhillon and Johnson (1991) suggest. 
   As I discussed in chapter 1 either of these two effects would cause the stock price of Index additions to permanently increase.  Therefore one or both of them in combination with the increased price volatility hypothesis could explain the price decrease that is less than expected based on my observed increase in beta in the most recent period.  Notice however that of the possible hypotheses for the S&P 500 Effect, only the increased price volatility hypothesis can explain a permanent price decline.  Moreover, I found some evidence that is consistent with increased noise trading in all three of my sample periods.  Therefore, if a combination of hypotheses explains the S&P 500 Effect, it would seem that the increased price volatility hypothesis is becoming a more important part of the explanation for the event given my results. 

My results are interesting because the price effects on Index additions’ stocks seem to be increasingly consistent with the noise trading and Shleifer’s view of the financial markets especially during the period when one would expect the influence of noise traders to be most noticeable. My findings also raise concerns because of their implications for market efficiency.  For one, the substantial price reversals I observed, suggest that additions to the Index result in abnormal return opportunities for investors. This is especially the case in the most recent period in which the average price reversal is  about –8.8 percent.  Rational investors could on average expect to earn an abnormal, albeit risky, return of about 5.6 percent by selling the stock of an Index addition short after its initial price increase and covering after it reverses.
 A 5.6 percent abnormal return would likely outweigh investors’ transaction costs and thus violates IA efficiency.  

While this result is troubling, it is hard for investors to know exactly when the price reversal will start. Moreover if the reversal quickly then investors may not be able to actually earn a profit.  Moreover, given the increase in the systematic component of Index additions’ stock price volatility in the third period, the more long-term effect of the price reversal is at least qualitatively consistent with a lowering of the companies’ mean long-term asset values given Shleifer’s model.  Rational investors then may not see the decline or subsequent increased price volatility as a profit opportunity.  Therefore, IA Efficiency implications of my results are troubling, but not overly so because there are plausible explanations for why the potential abnormal returns I observe may not result in consistent profit opportunities for rational investors.  

The FV efficiency implications of my results in the most recent period, however, are very troubling.  Assuming that my beta estimate is accurate, from a strict EMH point of view, FV efficiency fails because the permanent price change I observe occurs due to a change in the price risk of the added companies stocks, and not a change in the risk of their underlying cash flows. 
 In addition, an increase in a company’s beta increases its required rate of return on capital, as determined by CAPM (equation 2). Firms use their required rate of return on capital to discount their cash flows and evaluate investment opportunities. 
   Higher required rates of return for firms post-addition, increase their cost of capital and hence the cost of potential investment projects. Therefore, firms are essentially penalized by the risk created by noise traders.  The increased cost of capital they face likely results in them not undertaking investment projects which may really be value enhancing given their pre-addition required rates of return on capital.   

To evaluate the extent to which Index additions are actually penalized, I used my simple model and calculated the average change in their required rate of return based on my beta change estimate of 0.117.   On average, I found that the required rate of return for the Index additions increases by about 8.5 percent with a lower bound of 2.3 percent.
    This result suggests that firms’ cost of capital increases by about 8.5 percent as a result of their inclusion in the Index.  Therefore it would seem that if my estimate of beta is correct, the number investment projects undertaken by firms would be substantially reduced. The failure of firms to undertake potentially value enhancing investment opportunities is very troubling because it suggests that resources are not being allocated efficiently as a result of the effects of noise traders.  Moreover, my data suggests that the role of noise traders and the increased price volatility hypothesis is likely becoming an important part of the explanation for the S&P 500 Effect.  If this pattern continues, then required rate of return on capital for Index additions could increase even more post- addition and the inefficient allocation of resources could become even more pronounced.     

Chapter 4: Conclusion

My study examines the price and beta changes of companies’ after S&P announces their inclusion in its 500 Index. This event is useful in evaluating how companies’ stock prices respond to news that supposedly conveys no new financial information about their underlying fundamentals.  I found that on average companies’ stock prices initially increase immediately following S&P’s announcement and then reverse substantially starting about a week later. Moreover, these price increases and reversals grew over time in a manner consistent with increasing index fund demand and the temporary price pressure hypothesis. 

Unlike previous authors who studied the S&P 500 Effect, I did not find any evidence of substantial permanent price increases for the Index additions in any of my sub-sample periods.  Instead, I found evidence, especially in the most recent period, that on average the prices of companies added to the Index permanently decrease. Therefore, my findings are significantly different from those of the previous authors. 

None of the hypotheses for the S&P 500 Effect, provide a completely consistent explanation for the long-term price decrease that I observe.  I do find evidence though in each of the three sub-sample periods that is consistent with the increased influence of noise trading on the price volatility of companies post-addition.   This is especially evident in the more recent sample periods where both the systematic and unsystematic components of companies’ price volatility increase.  The most recent sample period is particularly interesting because during this period the capitalization of index funds relative to the overall Index was the greatest, and one would expect the influence of noise traders to be the most evident.    My results in this sample period are qualitatively consistent with the increased price volatility hypothesis.  While the results are not quantitatively consistent, it is possible that the effects from a combination of hypotheses contribute to the permanent price decrease I observe.  However, even if a combination of hypotheses explain my result, it would seem that the increased price volatility hypothesis is the most important part as it is the only hypothesis that can explain a permanent price decline.  

Further research is therefore warranted on the S&P 500 Effect to determine how important the various hypotheses are in explaining the actual permanent price changes of the Index additions. For instance, it would be interesting to test whether companies do in fact experience a change in their cash flows post-addition and whether they continue to experience an increase in price volatility as my results suggest.  Gaining a better understanding of the causes of the S&P 500 Effect is important given the potentially significant implications of the event for market efficiency.  In particular, if noise traders cause the systematic component of companies’ volatility to increase post-addition and the average beta increase I calculate in the most recent period is accurate, then my findings suggest that noise traders increase the required rate of return on capital for Index additions by about 8.5 percent. Such a rise in Index additions’ required returns increases their cost of capital and likely causes them not to undertake potentially value enhancing investment projects.  This result is very troubling because it suggests that noise traders’ actions penalize S&P 500 Index additions and lead to the inefficient allocation of these companies’ capital resources. Moreover, if the noise trading continues to play a more important role in explaining the S&P 500 Effect, then the penalty they impose on Index additions could grow.   
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� Economists argue that investors likely sell losing securities during December to offset their capital gains, which drive the prices of these securities down. Interestingly however, the January Effect occurs in countries without a capital gains tax and occurred in the United States before a dramatic change in the tax laws in 1917 (Schultz, 1985, p. 333).  


� Fortune suggests that perhaps companies wait until after the close of business on Fridays to announce bad news (Fortune, 1991, p. 23).   If this occurs, then the Weekend Effect would be consistent with FV and IA efficiency. Copeland and Weston counter that once people recognize this phenomenon they would discount prices on Friday in anticipation of bad news and consequently the Weekend Effect should have declined over time (CW, 1992, p. 391).   Fortune’s data from the 1980’s, however does not demonstrate such a decline.  


� Shiller, Robert J. 1981. “The Use of Volatility Measures in Assessing Market Efficiency,” Journal of Finance 36 (May): 291-304.   I base my explanation of Shiller’s work on Fortune’s (1991) discussion of Shiller and on Tobin’s (1984) discussion about the differences between FV and IA efficiency.   


� Shiller's work can also be explained mathematically.  An asset’s true fundamental value (Pt*) should equal its optimal forecast (Pt) plus some random error (et) {i.e. Pt*= Pt + et} and thus the VAR (Pt*) = VAR (Pt) + VAR (et). [COV (Pt, et)= 0 since Pt is an optimal forecast and should already account for any systematic information that will affect the price.]  Therefore for FV efficiency to hold, VAR (Pt) < VAR (Pt*). Shiller found however that VAR (Pt) > VAR (Pt*).


� Shleifer’s (2000) discussion of noise trading in the financial markets was first presented in De Long, Shleifer, Summers and Waldmann (1990).


� For a discussion of why noise traders are not driven out of the markets see Shleifer, 2000, p.43-46 or Fortune, 1991, p.33. 


� For a further discussion of the S&P 500 Index criteria see: http://www.spglobal.com/indexmain500.html. 


� One possible exception to this argument is if, as Dhillon and Johnson (1991) propose, an added company experiences reduced agency costs.  I will discuss this theory shortly.


� Theory suggests that cumulative abnormal returns (CARs) and price changes are equivalent.  For a further discussion of CARs see MacKinlay (1997).


� Shleifer argues that the “Information Hypothesis” loses some credibility if one considers that the S&P 500 Index serves as a proxy for entire market.   As a result S&P must include companies from all industries, even inherently riskier companies, and not necessarily just include all winners (Shleifer, 1986, p 586).  However, the pre-addition risk of a company should not necessarily prevent investors from believing that its prospects for longevity have increased once S&P announces its addition to the Index.   


� This could include company executives who have large stock holdings that are “locked up.”


� Since the percentage of “A” and “B” within a well diversified portfolio are likely small, switching from “A” to “B” or vice versa should not change the systematic risk of long term investors’ portfolios.  


� Pa  = the actual price of A; Pe =the equivalent price of A 


� Wurgler and Zhuravskaya (1999) argue that stocks might have downward sloping excess demand curves over extended periods of time because perfect substitutes (such as A and B) do not necessarily exist in the financial markets. The two authors do not recognize however that even though Gateway and Dell might not be perfect substitutes, another company exists has the same systematic risk (same beta) as Gateway.  Therefore over longer periods of time Gateway’s and other companies’ long-term demand curves should be horizontal.  


� Occasionally index funds will re-adjust their portfolios and either purchase or sell shares of the 500 companies depending on the cash flows by investors into and out of the funds.  This periodic trading, however is not relevant to the post-announcement price effects on Index additions.   


� In 1996, the total index fund capitalization was 475 billion dollars (Wurgler and Zhuravskaya, 1999, p.26). These numbers assume, for simplicity sake, that index funds hold an equal amount of each of the 500 companies in their portfolio.


� Index funds can be thought of as investors who want to trade based on information.


� This assumes that the deviations in a company’s stock price caused by the price pressure effect are not large and or both the price increase and price decrease occur quickly.


� CAPM is the capital asset pricing model.


� S&P only had records of the changes in the Index dating back to 1978.


� Since 1989 S&P has published a yearly directory discussing various aspects of the Index, including changes, for the previous year.


� Starting in October of 1989, Standard and Poor began pre-announcing changes to the Index in order to ease the order imbalances created by index fund demand for shares of the added companies.


� See Lynch and Mendenhall (1997) for a discussion of the price effects on Index deletions.  


� Both the CRSP and DataStream data incorporated dividends into the stock returns.


� A lack of pre-addition data likely meant that a company came into existence less than 310 days before S&P announced its addition to the Index.  Similarly a lack of post-addition data was often due a company being purchased by another in the 310 days following S&P’s announcement.  


� Removing companies for these reasons is consistent with the previous studies on the S&P 500 Effect.  See for example Harris and Gurel, 1983, p. 818.


� Lynch and Mendenhall (1997) also argue that news, such as unrelated merger or spin-off speculation activity around the announcement date, could add noise to the abnormal returns of Index additions. (LM, 1997, p. 356).


� Beneish and Whaley removed any Index additions with simultaneous news that might affect the present value of its expected future cash flows or perceived financial condition.  This news included earnings or earnings forecasts, initial or increased dividends, acquisitions or reorganizations, spin-offs, bond redemptions, an oil find, share repurchases, potential malpractice liability and bond rating changes  (Beneish and Whaley, 1996, p. 1914).


� I removed companies with financial related news, as reported by the Lexis Nexus business news service, two days prior through two days following S&P’s announcement. The type of news included 24 earnings announcements or changes, 6 merger activity, 3 marketing agreements, 2 each of takeover speculation, bond rating change, increased or initial dividends, division divestiture, lending news and 1 each of a failed merger, oil price change, debt offering, air traffic increase and initial analyst coverage.


� Lynch and Mendenhall (1997) studied the index changes following S&P’s shift to pre-announcing Index changes in October 1989.  The authors’ sample however only included the companies added between March 1990 and April 1995 because S&P could only furnish data on those additions.  They also eliminated 10 additions from their sample, which did not have at least two days between the announcement and effective dates of the Index change (Lynch and Mendenhall, 1997, p. 355). Therefore it is not uncommon for S&P 500 Effect studies to have samples that exclude certain data.  


� My event time line is consistent with the model MacKinlay (1997) suggests for an event study.  It is important for the event window and the estimation windows not to overlap, so that estimates of the normal returns for the company are not influenced by the returns around the event (MacKinlay, 1997, p.20).


� I obtained the S&P 500 since 1978 returns from DataStream and prior to that from Yahoo! Finance. 


� Given Microsoft’s market capitalization, S&P allowed 16 days between the announcement date and the effective date for Microsoft’s addition to the Index to prevent large order imbalances (Beneish and Whaley, 1996, p 1913).   


� As of Sept 9, 1994 Microsoft’s market capitalization was 19.715 billion  (Microsoft’s Annual Report to Shareholders, 1994). As of December 30, 1994, the stocks in the S&P 500 Index had a market capitalization of 3.346 trillion dollars (S&P 500 Directory, 1995, p. 5).  


� This assumes that the variance of the market return does not change following a company’s addition to the Index.  (A company’s beta is defined as the covariance of its return with the market return divided by the variance of the market return.)  


� Changes are announced around 4:30 EST after the market closes on day 0 so it would seem that any abnormal return would occur the following day.  However trading still occurs on the Pacific and Arizona Stock Exchanges until 4:50 PM and 5:00PM respectively (Beneish and Whaley, 1996, p. 1915).  Moreover, after hours trading until (6:30PM) on the ECN networks became more commonplace during the 1990s and traders were able to trades shares of a company on news that occurred after the market close.  Therefore, a company could technically experience an abnormal return on day 0.  


� Looking at 60 day CARs to test for permanent price effects is the convention amongst most previous authors.  The standard error of the CAR is proportional to the square root of the length of the event window. However, according to the EMH the expected value of the CAR does not change with the length of the event window.  Therefore, the statistical tests about the implications of the CARs lose their power as the length of the event window increases and thus it not practical to infer results from CARs much greater then 60 days. Also, over time, a company’s stock price changes tend to become increasingly tied to prevailing market trends. 


� To calculate the variance of a company’s abnormal return on each day, I used the variance of the error term in of the market model regression from the pre-estimation window as MacKinlay (1997) suggests and not the forecast or sampling error.  As the length of the estimation window increases the variance of each abnormal return observation becomes independent and is approximately equal to the variance of the error in the market model regression ((2  [MacKinlay, 1997, p.21].  My estimation window is long enough to reasonably assume that this is true. Therefore, the variance of a company’s CAR (x,y) is just ((2 (y-x+1) 


� See MacKinlay (1997) for a further discussion of how to calculate and test cumulative abnormal returns.


� I can reject the null hypothesis the average CAR (0,1) is the same in any two of the sub-periods.  Between the second and first periods the t-statistic is 32.34, between the third and second periods it is 33.34. 


� I can reject the null hypothesis that the average CAR (0,5) is the same in subsequent period.  Between the second and first periods the t-statistic is 14.48, between the third and second periods it is 29.85.  


� I can reject the null hypothesis that the magnitude of the CAR (0,1) and the CAR (0,5) are the same in each sub-sample period  (t-statistics, -4.59, -9.13 and 4.32 in the three periods respectively).  However the magnitude of the point estimates are roughly the same, which suggests that on average the initial price increase persists for about a week following the announcement.


� The reversal in the first period is not statistically significantly different from zero.  However this is not surprising because as I discussed in the previous chapter, the statistical tests of the CARs lose their power as the length of the CAR window increases.


� I can reject the null hypothesis that the point estimates of the average CAR (6,59) are the same in the second and third sub-periods (t-statistic= -27.17).  Between the second and first sub-periods the t-statistic = -1.89 which is borderline statistically significant.  Regardless, the CAR (6,59) point estimates suggest a steady increase in the size of the price reversals over time. 


� Our samples over the period are not exactly the same, I included 103 additions and Dhillon and Johnson only included 101. A difference of two additions should not however dramatically change my point estimates relative to Dhillon and Johnson’s.


� I included 13 more additions then Beneish and Whaley.  This is largely due to the fact that they only studied the Index additions from January, 1986 through June 1994 (Beneish and Whaley, 1996, p. 1910).


� As I suggested in chapter 2 the market model for any company i is: � EMBED Equation.3  ���.  It follows that the price volatility of i is given by � EMBED Equation.3  ���. The systematic component of a company’s volatility is given by the first term on the right hand side of the equation and the unsystematic component is given by the second term.  


� Notice that the average point change in the standard errors is not very large in each period.  However, the size of these changes are not surprising when compared to the standard deviations of the daily stock returns, which are also relatively small. For example, the standard deviation of the S&P 500 return in the third period is .00813.


� CAPM is the capital asset pricing model.  The market risk premium is just the difference between the expected return on risky assets as measured by the market portfolio and the return on risk free assets which is usually measured by short term T-bills.


� � EMBED Equation.3  ��� or a company’s dividend yield (equation 1). I obtained the historical dividend yield from the Economic Report of the President, 2001, Appendix B-95.  


� The historical market risk premium is 9.2 percent (Ross, Westerfield and Jaffe, 1998, p.228).  


� I inputted my average beta increase, the market risk premium and the average dividend yield of 3.5 percent into equation 3 and calculated that my estimate of the change in beta should lead to a 31 percent permanent price decline for Index additions.  


� The standard deviation of the beta increase is .039 and the standard deviation of the CAR (0,59) is 1.65 percent.  Using critical values of plus or minus 2 for the 95 percent confidence region, I calculated the lowest possible beta increase and then inserted it into equation 3 and computed the implied price change. The 95 percent confidence region for the CAR (0,59) is just 3.9 percent plus or minus 3.3 percent.   


�Dhillon and Johnson did not quantitatively test this hypothesis.   


� The expected return is only 5.6 percent because the standard deviation of the price reversal is about 1.6 percent.  


� I am not assuming that only the increased price volatility hypothesis explains the permanent price decline.  However the inconsistency of my results with FV efficiency would remain even if multiple hypotheses explain the S&P 500 Effect and the event signals an increase in the Index additions’ expected future cash flows.  Certainly these increased expected cash flows could also be perceived as less risky and change the companies’ fundamental risk, however this should lead to an average decrease in the companies’ betas.  The beta change I observed however is positive.  Therefore assuming that my beta estimate is accurate, the price decrease I observe at least partially occurs due to an increase in the additions’ systematic price volatility.


� In actuality CAPM sets the required return on equity and the actual discount rate on a firms cash flows is the weighted average cost of capital, which depends on the firm’s debt equity ratio and the required return on both its debt and equity.


�  I calculated the average percent increase in Index additions’ required returns by comparing the percentage point change in their discount rate drr with the their approximate pre-addition required return. drr = 1.1 percent given my beta increase.  I calculated the approximate pre-addition required return for companies by using equation 2.  For simplicity sake I used a ( of 1, which is a reasonable approximation for the average beta of companies in the S&P 500 Index.  The market risk premium is 9.2 percent and the historical risk free interest rate is about 3.8 percent (Ross Westerfield and Jaffe, 1998, p. 228).  Therefore the required return on companies pre-addition is about 13 percentage points.  A 1.1 percentage point change in companies’ required return suggests that their required rate of return increased by about 8.5 percent post-addition (drr / rr).  I obtained the lower bound by calculating drr given the lowest possible estimate of the increase in beta given the 95% confidence region around my observed value.  I found drr in this case to be about 0.34 percentage points.
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