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‭Executive Summary‬

‭Generative Artificial Intelligence technology (‘Gen AI’) is likely to dramatically affect the familiar,‬

‭human-centered paradigm of education offered by liberal arts colleges.  This report provides concrete‬

‭strategies and techniques for negotiating the challenges and opportunities that Gen AI creates.‬

‭●‬ ‭Academic integrity.‬ ‭The use of AI is covered by the‬‭existing Honor Code.  Nevertheless,‬‭Gen AI‬

‭poses significant challenges.  O‬‭ur task force noted‬‭the need for the College to‬‭find ways to‬

‭articulate broadly and clearly the central values of academic integrity and trust, and to shape the‬

‭culture and practices around ethical intellectual engagement.‬

‭●‬ ‭Faculty should be free to set policy regarding the use of AI in their courses.‬‭Appropriate‬

‭strategies will differ across academic disciplines and faculty teaching styles.  Whether the goal is‬

‭to prohibit or embrace the use of AI - or something in between - a variety of approaches are‬

‭possible.  Numerous resources and strategies are provided in this report, and‬‭the‬‭AmherstAI hub‬

‭will provide a continuously updated set of resources, including information about AI tools,‬

‭examples of AI use, and information on upcoming events and educational opportunities.‬

‭●‬ ‭Strategies for teaching and assessment.‬ ‭Because Gen‬‭AI tools can be used to create text,‬

‭images, video, music, and code that mimic that produced by humans, it may be effectively‬

‭impossible to enforce prohibitions on the use of AI tools in assignments completed outside of‬

‭class.  Faculty should therefore consider whether and how they may need to adapt pedagogy‬

‭and assessments in the light of their teaching goals.‬ ‭Assignments that evaluate students based‬

‭on‬‭product‬‭(e.g., writing) completed‬‭outside class‬‭may need to be replaced by‬‭in-class‬

‭assessments or assessments that evaluate the learning‬‭process‬‭.‬

‭●‬ ‭Transparent and sustained communication.‬ ‭Whatever‬‭approach instructors wish to take to Gen‬

‭AI, it is vital that faculty clearly articulate their policies and expectations to students both via‬

‭course syllabi and verbally throughout the semester. Links to resources designed to help faculty‬

‭design course policies and syllabus statements are available in the report.‬

‭●‬ ‭Other ethical concerns.‬ ‭Gen AI raises significant‬‭concerns about privacy and security of data.‬

‭Further, Gen AI frequently generates and confidently reports inaccurate, misleading or fabricated‬

‭content.‬ ‭The content‬‭may also reflect biases and‬‭stereotypes present in the underlying data.‬

‭●‬ ‭Future directions and governance.‬ ‭We recommend that‬‭a suitable body be charged to review‬

‭these guidelines periodically and suggest changes in response to evolving technology and‬

‭experience.‬ ‭As new tools become available,‬‭the College‬‭will need to develop transparent and‬

‭consistent policies to govern decisions regarding the adoption and use of new AI tools, with‬

‭substantial input from faculty.  Resources will be required to provide ongoing training, support‬

‭and guidance to all community members.  Finally,‬‭the‬‭skills that our students will need to thrive‬

‭in the AI-infused work environments of the future will differ from those needed in the past.  The‬

‭College must consider how our curriculum will need to adapt to these changing needs.‬

http://www.amherst.edu/go/genai
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‭1.‬ ‭Introduction‬

‭As the above “self”-description makes clear, Generative Artificial Intelligence technology‬

‭(‘Gen AI’) is likely dramatically to affect the familiar, human-centered paradigm of education‬

‭offered by liberal arts colleges.  A relatively new technology that, among other capacities,‬

‭enables natural-language interaction with computers and can create high-quality text, image,‬

‭audio, and other content, Gen AI promises to transfigure and hybridize the relationship‬

‭between human and computer around which we have organized our educational model over‬

‭the past few decades.  (A more detailed resource describing the current capabilities and‬

‭limitations of the technology can be found‬‭here‬‭).‬

‭Gen AI will inflect our teaching and learning environment in ways reminiscent of the‬

‭introduction of the internet. On the one hand,‬‭it‬‭opens exciting new possibilities to develop‬

‭certain capabilities: AI tools can enhance students’ problem-solving abilities and critical thinking‬

‭skills, and expand their interdisciplinary knowledge. Amherst students already use Gen AI tools‬

‭as aids in language courses, in researching and summarizing articles, in brainstorming ideas and‬

‭generating questions, in creating visualizations, and the like. AI can help instructors adapt‬

‭teaching tools to the capabilities and learning styles of individual students, enhancing our ability‬

‭to provide individualized learning experiences that meet the needs of students who may‬

‭demonstrate learning in multiple ways.‬

‭On the other hand, Gen AI’s power to crea‬‭te and respond‬‭(‬‭not just find, collect, and‬

‭synthesize) raises questions about many of our fundamental, long-held educational‬

‭presuppositions.  Why, for example, should students learn the fundamentals of reading, writing,‬

‭and creating if a machine can summarize and compose?  Might the availability of these tools‬

‭interfere with and inhibit intellectual growth by relieving students of the need to master basic‬

‭skills? How might Gen AI augment class materials (via correction, summary, translation, and‬

‭individualized calibration) outside the student-faculty relationship, and with what effects?  How‬

‭should we address serious concerns about privacy and the perpetuation of harmful biases in‬

‭AI-generated content?  What values and skill sets (intuiting, close reading, speaking) does a‬

‭liberal arts education impart that cannot be generated or replicated by technology, and how‬

‭should our curriculum respond?‬

‭Because Gen AI technology is evolving at an extremely rapid pace, the Task Force‬

‭believes it is incumbent upon the Amherst community to articulate a responsible, values-based‬

‭approach to its adoption.  Indeed, time is of the essence:  students, faculty, and staff have‬

‭already begun to use Gen AI tools in their work, and the technology is rapidly becoming more‬

‭powerful.‬

https://aipedagogy.org/guide/starter/


‭The Amherst College Generative AI Task Force was charged with developing guidelines to‬

‭provide to the community on‬‭classroom and pedagogy‬‭related topics‬‭, including best practices‬

‭for integrating AI tools into teaching; instructors’ responsibilities to clearly communicate‬

‭expectations regarding AI use to students; implications for academic integrity; attention to‬

‭issues of equity and accessibility; and strategies to keep the Amherst community informed.  Our‬

‭work benefited from conversations with Director of Community Standards Corey Michalos,‬

‭Director of the Strategic Learning Center Larissa Hopkins, and Chief Information Officer David‬

‭Hamilton, and from feedback from staff and faculty participants as well as a student panel who‬

‭shared their experiences as part of the Fall 2023 AI Learning Lab lunch series organized by ATS.‬

‭In what follows we offer an overview of the challenges and opportunities we have‬

‭identified in our discussions about Gen AI over the Fall 2023 semester.  We also provide‬

‭concrete strategies and techniques for negotiating the challenges and opportunities that Gen AI‬

‭creates and incorporating Gen AI into our pedagogy. Much work remains, work that must‬

‭continue and evolve as these technologies evolve.  The Gen AI Task Force recommends that‬

‭future efforts – whether done via committee decisions, curricular development, or‬

‭administrative action – be guided by the following precepts:‬

‭●‬ ‭The College must‬‭reaffirm the centrality of human‬‭relationships‬‭as we work to foster‬

‭intellectual engagement and development, and affirm to our students that they possess‬

‭the ability to generate original ideas, that their ideas hold significance, and that‬

‭education involves more than the generation of content.‬

‭●‬ ‭Faculty must remain free to determine how to adapt their teaching‬‭to achieve their‬

‭learning goals and promote ethical academic engagement in the presence of AI, and to‬

‭decide when and how to use these tools, if at all, in their teaching.‬

‭●‬ ‭The College must‬‭find ways to articulate broadly and‬‭clearly the central values - indeed‬

‭the very meaning - of academic integrity and trust‬‭,‬‭and to address the culture and‬

‭practices around ethical intellectual engagement, which are being tested by the‬

‭introduction of GenAI into our learning environment.‬

‭●‬ ‭The College must‬‭develop appropriate capacities to‬‭support ongoing education of‬

‭faculty, staff and students‬‭to meet the fast-changing‬‭Gen AI environment, to understand‬

‭the vulnerabilities and biases baked into its informational model, and to articulate a‬

‭vision of the values and skills students will need to succeed in a Gen AI-infused world.‬

‭●‬ ‭The Faculty, whose responsibility is to oversee the college’s curriculum, must be involved‬

‭in‬‭decisions about the adoption and uses of Gen AI‬‭technologies that affect academic‬

‭work‬‭both across the college and in individual classrooms.‬



‭Our goal in this report is to provide guidelines and practical tools to help faculty decide the‬

‭extent of AI use that will be most compatible with achieving their‬‭teaching/learning goals‬‭(on a‬

‭spectrum from an AI-free to an AI-rich environment), and to suggest strategies for faculty who‬

‭may take a variety of positions on AI use to craft approaches with pedagogic purpose in order to‬

‭realize its potential benefits while mitigating its negative impacts.‬

‭We noted and discussed the possibility that broader curricular changes may be desirable‬

‭and perhaps necessary.  Future work environments will include AI tools.  The skills that our‬

‭students will need to thrive in such environments will differ from those that they have needed‬

‭in the past.  As a college, we will need to consider how the curriculum should respond to those‬

‭demands. For example, the skills required‬‭to write‬‭successfully in an AI world may differ from‬

‭those needed previously, just as handwriting and long division have been displaced by‬

‭keyboards and calculators, and memorization of facts has been displaced by Google search‬

‭engines.  How should our teaching evolve to meet these needs, build digital and non-digital‬

‭literacy, and maintain the relevance of a liberal arts degree?  Should AI literacy be intentionally‬

‭introduced into the curriculum?  Where?‬

‭Though beyond the scope of our charge, we noted also that the College must find ways‬

‭and constitute structures that allow us to think ahead, collectively, about the coherence of‬

‭stem-to-stern institutional changes that Gen AI will both demand and enable – not just in‬

‭teaching but in research, admissions, student affairs, career advising, athletics, operations,‬

‭alumni relations, and beyond.  The perspectives of faculty, students and staff are all important‬

‭to include in these conversations and should be part of process and policy decisions.‬

‭2.‬ ‭Ethical concerns‬

‭Generative AI has given rise to a variety of ethical concerns, including effects on employment,‬

‭environmental impact, and the potential for misinformation (including “deepfake” images and‬

‭videos).  Consistent with the limited scope of our charge, here we focus on three issues that are‬

‭particularly salient in our context: Academic Integrity, Privacy and Security, and Bias.‬

‭2.1 Promoting Ethical Academic Engagement‬

‭The use of AI falls under the broader academic integrity policy and is covered by the existing‬

‭Honor Code‬‭.  However, the technology poses significant‬‭challenges that may require us to‬

‭adjust our practices if we are to maintain ethical academic standards.  Our task force noted the‬

‭need for a general cultural shift at Amherst addressing core issues of cheating, trust, and‬

‭integrity.  It is important that space for dialogue about these core values be created either‬

https://drive.google.com/file/d/10hgSTmzFj-R553EGrxU78k-dqbaXQTVk/view
https://www.amherst.edu/offices/student-affairs/community-standards/college-standards/honor-code


‭during orientation, first-year seminars, in our own courses, or through some other ongoing‬

‭programmatic effort.‬

‭Amherst’s Statement of Intellectual Responsibility considers it a violation of intellectual‬

‭responsibility “to submit work that is not one’s own.”  But in the age of generative AI, what does‬

‭it mean to submit “one’s own” work?  While students often seek help from, for example, the‬

‭Writing Center and Moss Quantitative Center as they draft essays or work on problem sets,‬

‭programs such as ChatGPT, Quivr, and others can generate, stylize, critique, and edit writing at a‬

‭level already adept enough to earn‬‭decent grades at‬‭top universities‬‭.  What lines can and should‬

‭be drawn to differentiate between writing that is one’s own and writing co-authored with‬

‭technology?‬

‭Arguably, Gen AI can be said to “subvert the conditions under which academic work is‬

‭performed by oneself.”  Students can use ChatGPT, for example, to brainstorm, obtain‬

‭information, outline, draft, critique, and redraft essays.  Those uses cannot at present be‬

‭policed.  Faculty must be free to set course policy regarding the use of AI in their courses;  but‬

‭whatever their approach, faculty may need to adapt assessments and consider how to clearly‬

‭communicate their expectations around the ethical use of AI to students.  As Gen AI’s‬

‭capabilities expand, our understanding of individual authorship may necessarily need to shift to‬

‭accommodate the role it plays in student work.‬

‭Such a shift may require us to revisit the language in our current Statement of‬

‭Intellectual Responsibility.  At present, in order to make transparent our classroom expectations‬

‭around academic integrity, it is vital that faculty include in their syllabi a clear statement‬

‭concerning the use, if any, of Gen AI technologies in individual courses, in order to help students‬

‭navigate the ethical use of AI in this changing environment.‬

‭All faculty should be aware that Amherst’s Office of Community Standards relies on‬

‭syllabus statements in individual courses to establish standards of conduct when asked to‬

‭hold students accountable for academic integrity violations.‬

‭●‬ ‭Strategies for Teaching and Assessment.‬ ‭Faculty should‬‭consider whether and how to‬

‭adapt assessments in the light of their teaching goals.  Whether the goal is to prohibit or‬

https://www.slowboring.com/p/chatgpt-goes-to-harvard


‭embrace the use of AI - or something in between - a variety of approaches are possible.‬

‭Resources and examples are provided in section 3 below.‬

‭●‬ ‭Syllabus Statements.‬ ‭Course syllabi should contain‬‭a clear statement of the ways in‬

‭which generative AI tools may or may not be used by students in a course and on‬

‭specific categories of assignments. Instructors should communicate these expectations‬

‭and their rationale verbally to students at the start of and throughout the semester.‬

‭Students should be encouraged to ask for clarification as needed. Syllabi should also‬

‭provide guidance to students about how they are expected to document and attribute‬

‭the use of AI tools in their work, and to validate or verify output produced using AI.‬

‭Sample syllabus statements, and links to resources designed to help faculty design‬

‭course policies and syllabus statements, are available in the‬‭Pedagogy Resource Guide‬

‭available via the‬‭Amherst AI hub‬‭.‬

‭●‬ ‭Detection Software.‬ ‭It is very difficult to accurately‬‭detect, much less prove, whether‬

‭content has been generated by/with AI.  The use of detection software (such as Turnitin)‬

‭is strongly discouraged.  Such services have been shown to yield unreliable results,‬

‭including both false positives and false negatives.  Further, the results are likely to be‬

‭biased, for example, against non-native English writers.  Moreover, uploading‬

‭student-produced content to AI detection software without their prior permission may‬

‭breach student privacy and intellectual property.‬

‭●‬ ‭Department conversations.‬‭Departments are strongly‬‭encouraged to hold ongoing‬

‭conversations about the use of AI with all faculty (including non-tenured, teaching staff,‬

‭etc.), and to aim for consistency while respecting faculty rights to set appropriate‬

‭policies in individual courses. In those conversations, departments might consider‬

‭adding a default AI policy to their departmental handbook.‬

‭2.2 Privacy and Security‬

‭Many AI tools do not have robust privacy controls.  Confidential data such as research data,‬

‭salary details, disciplinary information, student transcripts, resumes, job application materials,‬

‭etc., should not be shared with AI tools.  Doing so could expose sensitive information to‬

‭unauthorized parties.  It is the instructor’s responsibility to safeguard student data following all‬

‭relevant regulations covered by‬‭FERPA‬‭(Family Educational‬‭Rights and Privacy Act). If you are‬

‭considering licensing a new tool or utilizing a new AI feature in a tool you already use,‬‭please‬

‭work with‬‭AskIT‬‭to ensure that the tools and services‬‭you procure or are using on behalf of the‬

‭College have appropriate privacy and security protections and are assessed for risk prior to use.‬

‭If you have already begun the use of new tools or features, configure the platform so that it‬

https://docs.google.com/document/d/1gPOGj1JvKbIesttsg3JinrpV-0bO724eJ0zuV_wljeE/edit
http://www.amherst.edu/go/genai
https://www.amherst.edu/academiclife/registrar/ferpa
mailto:askit@amherst.edu


‭does not use or retain chat/prompt history, if possible. Once data is placed into these platforms,‬

‭there are no guarantees that they can later be removed from them.‬

‭2.3 Inaccuracy and Bias in AI-generated content‬

‭Gen AI frequently generates and confidently reports inaccurate, misleading or fabricated‬

‭content, sometimes referred to as “‬‭hallucinations‬‭,”‬‭including plausible-sounding but imaginary‬

‭references, false assertions of “facts,” etc.‬ ‭In‬‭addition, Gen AI tools can and do produce content‬

‭that may reflect‬‭bias and stereotypes‬‭present in the‬‭underlying data.  A valuable‬‭guide‬‭to the‬

‭responsible use of AI tools produced by Frost Library notes that “‬‭One way bias occurs is through‬

‭datasets that misrepresent, exclude, or marginalize certain social identities, communities, and‬

‭practices. When models are trained on these datasets, they will reflect and often amplify social‬

‭prejudices and stereotypes.”‬

‭●‬ ‭Students and faculty should be cautious and verify all AI-generated content with a‬

‭credible source.‬‭Faculty ar‬‭e responsible for verifying‬‭the accuracy of any content they‬

‭produce or publish that includes AI-generated material.‬

‭●‬ ‭We encourage faculty and teaching staff to utilize library resources and, in particular, the‬

‭expertise of our research librarians in educating students about the reliability of sources‬

‭via, for example, class visits as part of the first-year seminar program and in‬

‭writing-intensive courses.‬

‭●‬ ‭As with the internet more generally, content created by generative AI reproduces‬

‭assumptions and biases prevalent in society at large. This is all the more reason to check‬

‭the validity of any content.‬

‭3.‬ ‭Teaching Strategies in the Age of Gen AI‬

‭Generative AI tools will have substantial impacts on teaching and learning, both enhancing and‬

‭disrupting our pedagogy in various ways.  AI tools are already part of the machinery in many‬

‭writing and calculation platforms, including Microsoft products and Grammarly, and are rapidly‬

‭proliferating.  Although “chatbot” Gen AI platforms such as ChatGPT generally cannot (so far)‬

‭respond particularly well to humanities-type prompts, many students have already begun to use‬

‭these tools as aids in doing their academic work.  Instructors should now expect that any work‬

‭completed outside of class will frequently involve the use of generative AI.‬

https://libguides.amherst.edu/c.php?g=1350530&p=9966618


‭Some faculty have already begun to integrate generative AI into their courses and‬

‭pedagogical strategies; others find the prospect of it highly disruptive to their courses’‬

‭objectives and aspirations.  Faculty should be free to set course policy regarding the use of AI in‬

‭their courses. We recognize that appropriate uses will differ across academic disciplines and‬

‭faculty teaching styles, and that our understanding of these tools will expand as we use them.‬

‭In responding to these challenges, instructors will need to consider:‬

‭●‬ ‭how best to align our learning objectives with the role we would like technology to play‬

‭in our courses and with the learning needs of students who will‬‭enter a world filled with‬

‭AI tools‬‭.‬

‭●‬ ‭how to assess student work in order to provide incentives for students to invest in the‬

‭learning goals and processes we hope to teach them.‬

‭●‬ ‭how to communicate course policies and expectations to students.‬

‭●‬ ‭how to ensure that AI use promotes‬‭accessibility‬‭and‬‭equity.‬

‭In this section, we provide resources that we hope will assist faculty in considering these‬

‭adjustments.  Because the technology is rapidly evolving, we have created a Pedagogy‬‭Resource‬

‭Guide‬‭on the‬‭Amherst AI hub‬‭as a living document which‬‭will be continually updated by the‬

‭Center for Teaching and Learning to provide relevant pedagogical strategies.‬

‭Whatever approach instructors wish to take to Gen AI, whether to curtail its use as much‬

‭as possible or to fully allow and embrace it, it will be important to clearly articulate in our syllabi‬

‭and throughout the semester what policies we expect our students to follow, including making‬

‭students aware that (as discussed in section 2) AI tools pose privacy and security risks and are‬

‭prone to make false statements and exhibit biases.  As noted above, sample syllabus statements‬

‭and related resources are available in the‬‭Resource‬‭Guide‬‭.‬

‭Below, we consider three approaches that an instructor might decide to take in any‬

‭particular course, depending on the extent of AI use that will be most compatible with achieving‬

‭learning and teaching goals‬‭for each course: (3.1)‬‭Limiting students’ Gen AI use students as‬

‭much as possible; (3.2) allowing selective use of Gen AI; and (3.3) embracing students’ use of AI‬

‭as a key tool for learning.‬

‭3.1 Strategies to limit Gen AI usage as much as is practicable.‬

‭Because Gen AI tools can be used to create text,‬‭images,‬‭video, music, and code‬‭that mimics‬

‭that produced by humans, it may be effectively impossible to enforce prohibitions on use of AI‬

‭tools in assignments completed outside of class.  Consequently, assignments that evaluate‬

https://ditchthattextbook.com/ai-skills/?utm_source=ditch.beehiiv.com&utm_medium=newsletter&utm_campaign=our-students-ai-future-6-tips
https://ditchthattextbook.com/ai-skills/?utm_source=ditch.beehiiv.com&utm_medium=newsletter&utm_campaign=our-students-ai-future-6-tips
https://drive.google.com/file/d/1QsymqfFo1WtimfvpsMXY6Ic1RR68DmNl/view
https://docs.google.com/document/d/1gPOGj1JvKbIesttsg3JinrpV-0bO724eJ0zuV_wljeE/edit
https://docs.google.com/document/d/1gPOGj1JvKbIesttsg3JinrpV-0bO724eJ0zuV_wljeE/edit
http://www.amherst.edu/go/genai
https://docs.google.com/document/d/1gPOGj1JvKbIesttsg3JinrpV-0bO724eJ0zuV_wljeE/edit
https://drive.google.com/file/d/10hgSTmzFj-R553EGrxU78k-dqbaXQTVk/view
https://drive.google.com/file/d/10hgSTmzFj-R553EGrxU78k-dqbaXQTVk/view


‭students based on‬‭output‬‭(e.g., writing) completed‬‭outside class‬‭may need to be replaced by‬

‭in-class assessments or assessments that evaluate the learning process rather than product.‬

‭Imaginative changes in assessment methods can reduce students’ incentives and ability to‬

‭cheat, while also enhancing their learning.‬ ‭This‬‭resource‬‭from the University of Michigan‬

‭provides instructors with a set of reflective questions to determine whether or not their‬

‭assignments need revisions when considering teaching and learning in a Gen AI era.‬

‭Suggestions for modes of assessment that minimize the impact of AI include:‬

‭●‬ ‭In-class, especially handwritten, assessments (e.g., in-class tests or written responses‬

‭completed in class or during scheduled exams).‬

‭●‬ ‭In-class discussions or other oral assignments such as role-playing, debates, or‬

‭interactive presentations.‬

‭●‬ ‭Assignments that require students to critically engage materials unlikely to be accessible‬

‭to Gen AI tools. These might include primary materials (e.g., material in the Mead or the‬

‭College Archives, or interviews) and class activities (lecture, speakers, field work, lab,‬

‭discussion).‬

‭●‬ ‭Assignments or assessments that must be completed in stages (e.g., proposal, outline,‬

‭rough draft, and final draft) and on which they receive instructor and peer feedback‬

‭throughout the process.‬ ‭This video‬‭from Harvard has‬‭a useful discussion with concrete‬

‭ideas for‬‭rendering process (rather than product)‬‭visible in writing courses.‬

‭●‬ ‭Incorporate metacognitive elements: asking students to reflect on their process,‬

‭decision-making, how their understanding evolved over the course of their research,‬

‭what they learned from the exercise, where they hit roadblocks or achieved‬

‭breakthroughs, and how they would approach it differently in the future.‬

‭●‬ ‭Require students to enable Google’s “revision history” capabilities to allow instructors to‬

‭review the iterative process of their work. Note: it is possible to create‬‭Google‬

‭assignments in Moodle‬‭to enable instructors to easily‬‭see the revision history.‬

‭●‬ ‭Use an annotation tool such as Perusall to ask students to engage in‬‭annotating their‬

‭work or course materials‬‭.‬

‭●‬ ‭Explore how a Gen AI tool responds to assignment prompts. If the results are quite‬

‭strong, consider revising the prompt to strengthen the complexity or specificity of‬

‭problems students are engaging. AI is less adept at critical thinking skills such as‬

‭comparing phenomena than at summarizing information.‬

https://docs.google.com/drawings/d/1SrjF8NnQUe0OObHRp7iQ4_4kHcVnxnzEXHNf0FUO_Z0/edit
https://www.youtube.com/watch?v=2SwZ_80scyA&t=722s
https://www.amherst.edu/mm/575438
https://www.amherst.edu/mm/575438
https://www.amherst.edu/mm/636965
https://www.amherst.edu/mm/636965


‭3.2 Strategies for selective use of Gen AI tools‬

‭Some instructors may decide that the use of AI can enhance learning in some parts of the‬

‭course, but be detrimental in other parts, and therefore wish to explicitly allow or encourage AI‬

‭use in some parts of the course while prohibiting it in others.‬‭A course might, for example,‬

‭combine in-class exams that exclude AI use with take-home projects or essays for which some‬

‭kinds of AI use are allowed, in order to ensure both that students gain foundational skills and‬

‭learn to use AI to enhance their productivity in preparation for real-world challenges.‬

‭In this kind of scenario, it is vital to convey the permissible uses of AI in a course clearly‬

‭to students, both in the syllabus and in person.‬ ‭Students should be given clear guidelines as to‬

‭how they are expected to acknowledge and doc‬‭ument‬‭their AI use, and be‬‭encouraged to ask‬

‭questions about permissible AI use and to check all AI outputs for accuracy.‬

‭●‬ ‭This article‬‭from the University of Sydney discusses‬‭achieving balance between‬

‭assessments that use AI and those that do not, and links to a guide to revising‬

‭assessments in ways that ensure the effective, transparent and ethical use of AI (here is‬

‭a related webinar‬‭).‬

‭●‬ ‭This tool‬‭from‬‭GWU will help faculty decide and articulate‬‭to students their decisions‬

‭around how GenAI may be used in various aspects of the course.‬

‭●‬ ‭Harvard MetaLab’s‬‭AI Pedagogy Project‬‭provides a “collection‬‭of curated assignments‬

‭that integrate AI tools” that may help faculty generate ideas for their own courses.‬

‭●‬ ‭In t‬‭his video‬‭from Harvard’s Bok Center for Teaching‬‭and Learning, faculty discuss‬

‭strategies and provide examples of adapting assignments for a writing course.‬

‭3.3 Strategies for incorporating Gen AI as a key tool for learning‬

‭Some instructors may want to incorporate AI tools into their assignments in order to help‬

‭students build the skills necessary to use these tools while remaining mindful of their limitations‬

‭(including privacy concerns, inaccuracy, and biases as discussed in section 2 above).  Students‬

‭might potentially use Gen AI tools for all stages of idea development, creation, and revision of a‬

‭project.  They might also, for example, be asked to keep a journal throughout the semester that‬

‭reflects critically on their use of AI and its impact on their project’s development.  Instructors‬

‭can teach students “prompt engineering” strategies to maximize the quality of generative AI‬

‭responses.  As emphasized above, it will be important that the rationale for AI use and the rules‬

‭governing its use, including citation practices, be transparently communicated to students both‬

‭via syllabus statements and verbally in class.‬

https://educational-innovation.sydney.edu.au/teaching@sydney/what-to-do-about-assessments-if-we-cant-out-design-or-out-run-ai/
https://alchemy.works/harnessing-the-power-of-ai-transofrming-assignments-and-assessments-in-higher-ed/#recap_video
https://sites.google.com/view/aiassignments/home
https://aipedagogy.org/assignments/
https://www.youtube.com/watch?v=2SwZ_80scyA&t=6s


‭There are many possible uses of Gen AI to enhance teaching, and more ideas will undoubtedly‬

‭emerge as the technology matures and instructors explore its capabilities.  As noted above, a‬

‭Pedagogy‬‭Resource Guide‬‭(available via the‬‭Amherst‬‭AI hub‬‭) will maintain a list of curated‬

‭examples.  Here are more examples from‬‭Yale‬‭,‬‭Harvard‬‭,‬‭and‬‭Amherst‬‭.  A few illustrative‬

‭examples include:‬

‭●‬ ‭Diffit‬‭:  A tool that tailors materials to match students’‬‭individual levels of knowledge.  It‬

‭can be used, for example, to enhance language instruction by generating versions of a‬

‭text suitable for learners at different proficiency levels.‬

‭●‬ ‭For students studying languages,‬‭this resource‬‭provides‬‭ideas for using AI as an‬

‭interlocutor for role-playing exercises.‬

‭●‬ ‭Use of ChatGPT as a tool to explore the use of metaphor‬‭in a poetry class‬‭(Harvard).‬

‭●‬ ‭Use of Gen AI as a virtual “‬‭teaching assistant‬‭”‬‭that‬‭can help instructors devise‬

‭explanations, prompts, or scenarios that make sense to their students, and creating‬

‭low-stakes quizzes.‬‭Magic School‬‭can help create various‬‭kinds of course elements, such‬

‭as drafts of customized rubrics for various assignments, that can then be honed by the‬

‭instructor.‬

‭●‬ ‭An interesting one-hour‬‭information session‬‭from Harvard‬‭discusses ideas for‬‭using AI to‬

‭enhance STEM teaching‬‭.‬

‭4. Future directions: governance, communication, resources and‬

‭curriculum‬

‭The charge to this Task Force focuses on classroom teaching.  We believe the College must also‬

‭consider how AI will impact the work of all members of the community, including staff.  In this‬

‭section, we offer‬‭brief‬‭recommendations for institutional‬‭changes to help the College facilitate‬

‭this conversation and respond to future challenges and opportunities.  Our report comes at a‬

‭time of rapid change and growth in the AI industry and widespread speculation and fear about‬

‭its future consequences.  Given this uncertainty, our recommendations are just one‬

‭contribution to a community-wide conversation that has already begun and will only grow in‬

‭importance.‬

‭●‬ ‭Future governance.‬ ‭We recommend that the Faculty‬‭Executive Committee consider‬

‭revising the charge and makeup of the Faculty Computer Committee (FCC), or some‬

https://docs.google.com/document/d/1gPOGj1JvKbIesttsg3JinrpV-0bO724eJ0zuV_wljeE/edit
http://amherst.edu/go/genai
https://poorvucenter.yale.edu/ai-teaching-examples
https://aipedagogy.org/assignments/
https://docs.google.com/document/d/10p7vhvMIOIdR87Cn0iE3GrzxLhMkQwbqcf9yfZ9bMiw/edit#heading=h.ecnig1s11ykg
https://beta.diffit.me/#topic
https://www.polyglossic.com/ai-chat-prompts-for-language-learning-practice/
https://www.youtube.com/watch?v=2SwZ_80scyA&t=1566s
https://hbsp.harvard.edu/inspiring-minds/let-chatgpt-be-your-teaching-assistant?cid=email%7Cmarketo%7C2023-10-03-the-faculty-lounge%7C1208123%7Cfaculty-lounge-newsletter%7Ceducator%7Cvarious%7Coct2023&acctID=8318196&mkt_tok=ODU1LUFUWi0yOTQAAAGOlKfGd7ljY-NowAfYvA3BKU9R3MugllyjRzuM0cBk1KHIsqaMQtuk1XCHswTR6l-T4iR65l3HPCXuUZ4kEZP3g0axdMyiq9T66q2m_-CGX80
https://www.magicschool.ai/
https://www.youtube.com/watch?v=ZG2Q8CUFI1k
https://www.youtube.com/watch?v=ZG2Q8CUFI1k


‭other suitable body, to review these guidelines periodically and‬‭make further‬

‭recommendations in re‬‭sponse to evolving technology‬‭and experience.‬

‭●‬ ‭Rules/procedures for adoption of AI tools.‬ ‭As new‬‭tools become available,‬‭the College‬

‭will need to develop transparent and consistent policies to govern decisions regarding‬

‭institutional adoption of AI tools (such as the recent decision to provide Grammarly).‬

‭These are difficult questions that potentially impinge on faculty’s pedagogical autonomy‬

‭and staff expertise.  In some cases, AI tools may enhance accessibility for students with‬

‭particular learning needs, disabilities, etc.  Fu‬‭rther,‬‭deciding against providing ac‬‭cess to‬

‭tools may disadvantage students who lack the means to purchase individual access.  At‬

‭the same time, there may be good reasons not to adopt tools that affect our ability to‬

‭teach the values and skills that we want our students to learn.  For example, automating‬

‭the process of generating ideas and editing writing may deprive students of‬

‭opportunities to learn how to craft cogent and original arguments in their own authentic‬

‭voices, rather than predictable arguments using generic language.  It is therefore‬

‭important that a transparent policy with clear principles and mechanisms for adoption‬

‭decisions be developed, involving substantial faculty input for decisions regarding tools‬

‭that affect pedagogy.  Such faculty consultation and oversight could, for example, come‬

‭from a revamped Faculty Computing Committee or from the Committee on Educational‬

‭Policy.‬

‭●‬ ‭Curated online resources.‬‭The‬‭AmherstAI hub‬‭, developed‬‭by Academic Technology‬

‭Services, together with the Center for Teaching and Learning, will provide a continuously‬

‭updated set of valuable curated resources, including pedagogical resources, information‬

‭about AI tools, examples of AI use, guidelines for AI use, this report, and information on‬

‭upcoming events and educational opportunities.‬

‭●‬ ‭Communication.‬ ‭We recommend that the relevant faculty‬‭governance body (e.g., a‬

‭revamped Faculty Computer Committee) provide regular updates to faculty by email and‬

‭at‬‭Faculty Meetings, and develop mechanisms to gather‬‭feedback from students, faculty‬

‭and staff to share experiences, identify areas of concern, opportunities to use AI to‬

‭enhance teaching, and best practices, in order to catalyze broader institution-wide‬

‭discussions involving the whole community.‬

‭●‬ ‭Provost’s Retreat.‬ ‭We suggest that an upcoming annual‬‭Provost’s Retreat be devoted to‬

‭discussion of the impact of AI on the liberal arts, including a discussion of assessment‬

‭strategies, examples of the use of AI to enhance teaching, and potential curricular‬

‭innovations.‬

http://www.amherst.edu/go/genai


‭●‬ ‭Training and ongoing faculty development‬‭. With guidance and support from the‬

‭Provost’s Office, Faculty Computer Committee, and IT, ATS/CTL should organize ongoing‬

‭training for faculty interested in gaining hands-on assistance with adapting courses to AI.‬

‭Via the AmherstAI hub, ATS/CTL will also play an important role in facilitating the sharing‬

‭of knowledge and ideas among faculty and instructional staff.‬

‭●‬ ‭Resources‬‭.  IT will likely need staff conversant in‬‭AI to train and support faculty, students‬

‭and instructional staff in navigating their interactions with AI and in providing students‬

‭with clear guidance‬‭on how to use generative AI to‬‭support their learning, assignments,‬

‭and research.  The College must also commit to providing the required infrastructural‬

‭support, including funding and professional development opportunities, for the staff‬

‭required to carry out these training and support functions.‬

‭●‬ ‭Curriculum‬‭.  The courses we teach, and their content,‬‭continually evolve in response to‬

‭shifts in technology, development of new kinds of knowledge and ways of knowing,‬

‭student interest, and other factors.  The skills that our students will need to thrive in the‬

‭AI-infused work environments of the future will differ from those needed in the past.‬

‭Accordingly, our curriculum will need to adapt to these changing needs, building both‬

‭digital and non-digital literacy, if we are to preserve the value and relevance of a liberal‬

‭arts degree.  We recommend that the relevant committees, or perhaps a curricular task‬

‭force that includes students, take up the question of whether and how AI literacy (e.g.,‬

‭prompt engineering training) should be intentionally introduced into the curriculum, and‬

‭whether this curricular evolution should be allowed to evolve organically or be‬

‭consciously coordinated and directed.‬

‭Even as generative AI poses significant challenges to some of our traditional educational‬

‭practices, its emergence calls on us to answer far-reaching questions about the very purpose of‬

‭a liberal arts education.  In that light, we urge the college to imagine and develop new curricular‬

‭initiatives that cultivate the skills and values we believe are essential to, though not necessarily‬

‭generated by, the AI-infused world we now inhabit:  public speaking and group collaboration‬

‭skills, perhaps; but also, fundamentally, the values of integrity and the pursuit of truth in an era‬

‭of disinformation, of deliberativeness and attentiveness to process in a world that‬

‭overemphasizes output, of responsible experimentation, of personal expression, and of‬

‭intellectual courage and adaptability.  We believe that Amherst is precisely the place to sow the‬

‭seeds of a confident, ethical vision of human capacity and worth – an absolutely vital project in‬

‭this new technological age.‬



‭Appendix: Charge to the Task Force on Guidelines for the Use of‬

‭Generative AI Tools for Teaching and Learning at Amherst‬

‭Generative AI tools promise to continue to result in opportunities, as well as challenges, for‬

‭teaching and learning at institutions of higher learning.  The pace at which these technologies‬

‭are evolving suggests that having guidelines in place for their use would be helpful for many‬

‭within the Amherst community—contributing to greater understanding about the implications‬

‭of engagement with these tools in an educational context, and serving as a source of best‬

‭practices for faculty and students.  At the same time, it is clear that any guidelines that are‬

‭developed will themselves need to evolve over time—as the terrain of AI continues to shift, and‬

‭navigation must be adjusted accordingly.‬

‭The task force is charged with developing guidelines that will address the areas listed below, as‬

‭well as any others that the members feel would be useful.  In undertaking this work, the task‬

‭force should consult with students, faculty, and staff, as needed, and, potentially, with‬

‭colleagues at peer institutions that have already put guidelines/best practices in place, as well‬

‭as drawing on other external resources.  In creating guidelines, providing specifics will be‬

‭particularly welcome.‬

‭●‬ ‭Approaches/best practices for integrating AI tools into teaching (e.g., assignments,‬

‭readings, reports, feedback to students, assessment)‬

‭●‬ ‭Responsibilities of the instructor to make expectations clear to students about the‬

‭permissible use of AI tools for coursework and about course-specific policies that‬

‭instructors may wish to use.‬

‭●‬ ‭The implications of AI tools in the area of academic integrity and recommendations on‬

‭whether updates to current policies are needed and, if so, what these updates would be.‬

‭Related issues to address might include guidance about the verification of sources,‬

‭attribution, documentation, and ethics.‬

‭●‬ ‭The faculty’s responsibilities when publishing content that includes AI-generated‬

‭material in course materials.‬

‭●‬ ‭Attention to issues relating to equity and accessibility‬

‭●‬ ‭Strategies to inform the Amherst community about the use of AI tools and to generate‬

‭discussion that will highlight salient issues.‬

‭These are large and complex questions.  Nevertheless, it is essential that the task force develop‬

‭draft guidelines by December 4, 2023, so that some guidelines can be put in place expeditiously.‬

‭Once completed, the document will be forwarded to the Faculty Executive Committee.‬


