3. Matrices
(References: Comps Study Guide for Linear Algebra Section 3;
Damiano & Little, A Course in Linear Algebra, Chapters 2 and 3)

Coordinate Vectors: Let V be a vector space and « = {#1,...,7,} be a basis for V. Then for any v € V,
there are unique coefficients a1, ..., a, € R such that
U=a1U1 + "+ a,U,. o
In this notation, the coordinate vector of ¢ with respect to «a is [0]o =]
R
Matrix of a Linear Transformation: Let T : V' — W be a linear transformation and let o« = {91,...,7,}

and = {Wy,...,W,} be bases for V and W, respectively. Then the matrix of T with respect to-e-and g,
denoted [T)?, is the matrix whose ith column is [T(7;)]s, the coordinate vector of T'(%;) with respect to S3.
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Ex. 1. Let Mayx2(R) be the vector space of 2 x 2 matrices with real coefficients and let

1 0 0 1 0 0 0 0 . .
o= {(O 0) , (0 0> , <1 0) , (O 1>} be its standard basis. Let T : Mayx2(R) = Max2(R) by T(A) =

A! where A' is the transpose of the matrix A. Compute the matrix of T with respect to the basis o. =3 WeanJ
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Theorem: Let T : V — W be a linear transformation between finite-dimensional vector spaces V and W. If
A = [T]? where a and § are any bases of V and W, respectively, then

(1) T is one-to-one if and only if nullity(A4) = 0.

(2) T is onto if and only if the rank(A) = dim(W).

Ex. 2. Let T : Mayx2(R) — Max2(R) be the transpose map from Ex. 1. Is T one-to one? Is T onto?
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T 5 one-Too as well.

Using the Matrix of T to find T'(¥): Let T : V — W and « and 8 be bases of the vector spaces V and W,
respectively. For a vector ¢ € V, write down the equation that relates the coordinate vector of T'(¥) to the

coordinate vector of ¥ and the matrix of 7T [_\_ (q\]ﬁ _ [T-\i [\‘\_}.}0(

Matrix of a Composition: Let T': V — W and S : W — X be linear transformations and let a, 3,7 be
bases of the vector spaces V, W, and X, respectively. Write down the equation that relates the matrix of the
composition ST to the matrices of S and T.

stk (sl = Y ()

Ex. 3. Let V = R* and W = P,(R) be the vector space of polynomials with real coefficients and degree at
most 2. Let o = {€}, €,,€3,€4} be the standard basis of R* and let 8 = {1,274+ 1,2% + 2 + 1}. It is a fact,
which you may assume, that [ is a basis for W. Suppose that T : V — W is a linear transformation and
1 2 3 4

0 0 —1|.Find T7(0,2,—1,3).
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the matrix of T with respect to a and (3 is [T]g = [2
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Invertible Matrices: Explain what it means for an n x n matrix A to be invertible. (Note: Only square
matrices can be invertible.)
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Theorem: Let A be an n x n matrix. The following are equivalent:

(1) A is invertible.
(2) The columns of A are linearly independent.

(3) The rows of A span R™ .

(4) The columnspace (i.e., range or image) of A is R™.
(5) The nullspace (i.e. kernel) of A is {D}.

(6) rank(A4) = n.
(7)
(8) d
(9)

nullity(A4) = 0.
et(A) # 0.

A =0 is not an eigenvalue of A.

1 1 2
Ex. 4. Consider the matrix A = (0 0 1) .
1 2 4

(a) Compute det(A).

(b) Is A invertible? If so, compute the inverse of A. R T B (\»Z- \']\ = —'\
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Invertible Maps: Let T': V — W be a linear transformation. Explain what it means for T to be invertible.
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Theorem: A map T is invertible if and only if 7" is one-to-one and onto.

Theorem: Let T : V — W be a linear transformation between finite-dimensional vector spaces. If A = [T]?

invertible 1 £ Ahre 1A
Al gew

Ma
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and TT@)= 4or all S€V,

(or TT'=Tw and 17 =10)

[0}

where a and § are any bases of V and W, respectively, then T is invertible if and only if A is invertible.

Ex. 5. Let T : V — V be a linear transformation and let o« = {¥;, U2} be a basis for the vector space V.

Suppose that the matrix of T" with respect to « is [T]% = <

3
2

(03

(a) Explain how you know that T is invertible.
(b) Calculate T—1(#}). Write your answer as a linear combination of the vectors #; and .
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Change of Basis: Recall that the identity map I : V' — V satisfies I(¢) = ¢ for all ¥ € V. Let o and 8 both
be bases of V. In this case, the matrix [I]? is called the change of basis matrix from a to 3.

Inverse of a Change of Basis Matrix: Since the identity map is invertible, so is any change of basis matrix.

What is ([7]%) ' ([135\\-! =

Changing Coordinates for the Matrix of a Transformatlon Suppose that T : V — W, a and o’ are bases

for V and B and B’ are bases for W. Given [T]2, write down expresmons for [T17, [T]B and [ ] g

[T\ ] [ﬂg 7Y [ﬂ{’ [ﬂ [1] (ﬂf’ [ﬂ" [ﬂ [ﬂ

Ex. 6. Let T : R? — R? be a linear transformation such that 7' ( ) (81> and T (11) = (_32)

(a) Find the matrix of T with respect to the standard basis of R\E—J
(b) Is T one-to-one? Is T" onto? Justify your answers.
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Additional Problems

Ex. 7. Let P, (R) be the vector space of polynomials with real coefficients of degree at most n. Define
TPQ(R)—)Pz;( byT fO DQ\\ N
(a) Compute the matrix of T Wlth respect to the standard bases {1,z,22} of P»(R) and {1,z,22, 23} of

P3 (R) (X9 no z 0 9o
(b) Is T one-to O?le? Is T onto? 3 [T ‘\'(‘ L \7 2
(c) Find bases for ker(T) and Tm(T)" AIRER S o g V)

Ex. 8. Let Mayo(R) be the vector space of 2 x 2 matrices with real coefficients and let

1 0 0 1 0 0 0 0 . .
a= {(O 0) , (O O> , <1 0) , (O 1)} be its standard basis.

(a) Let T : Moyx2(R) - R by T(A) = a+ b+ c+d where A = CCL b). Compute the matrix of T with

respect to the bases « for My o(R) and 8 = {1} for R. EM [ P
(b) Find a basis for ker(7). —3 X=X XY

)

(¢) Is T one- t(')\c())nef? Is T%e(f?to N ’(L[ '\-ﬂb [5‘\)( X-)[ ‘X =\ 2( 3\ ) (12—01\18
3
7
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Ex. 9. Let T : R® — R? be the linear transformation with matrix representation [T ﬁg =13 3 3 3
5 5 77
with respect to the standard bases on R® and R3. Find a basis for Ker(T) and Im (7). 36% §x % from noksd L
Ex. 10. Consider the linear transformation 7' : R® — R? defined by T'(x, y, z) = (233 +y—4z,4y — 5z, — )
Determine whether or not 7T is invertible, and if so, find a formula for T~ (z,y, ). = (“X- %Y - ﬂ% 2 3~,§- 4, - %\
Ex. 11. Let A and B be invertible n x n matrices. Show that AB is invertible and (AB)~! = 1A L

(Note: This is a common result that you could usually use without proof.) ¢, Yoo r Hw g’LJo &g

Ex. 12. Let a = {¥}, 7,73} and 8 = {1, W, W3} be bases for a vector space V. Suppose that

171 = Il_jl — 211_}2 — 2’(173 \ (o) O 4\
L Comprie

Vg = —W2 — W3 pmr - =\ Lz

U3 = 21y — wWs. - -} -

Compute the change of basis matrix from £ to a.

Ex. 13. Let P, be the vector space of polynomials with real coefficients of degree at most 2, and let
a = {l,z + 1,22 +  + 1}. Tt is a fact, which you may assume, that « is a basis for V. Suppose that

1 2 3
T :V — V is a linear transformation and the matrix of T relative toais [T]% = |3 0 —1|. Find
g (T =6 25 1]
2 = > + b § o -§ W 2
T(322 + 2 +2). =5y~ Sh £ % wh moh by ) ;
Ex. 14. Let P = {a + bt + ct? : a,b,c € R} and T : P, — R? be defined by T(p) = []f’((ll))] . You may
assume that T' is linear.
(a) Find the matrix representation of T' with respect to the bases {1,t,t2} and { [(ﬂ , [_11} } ('O 2"' i\

\
(b) Find the rank and nullity of 7. ! o
(c¢) Find bases of the kernel and image of T =\K so alg f (o), (\YS
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