Lab 11 for Math 17 – Beginning Regression

Turn in HW 9 on ANOVA. 

Reminder: Lab Work 5 (the last labwork) is due by 3 pm on Nov. 19th to 306 SM. You can also turn it in during lab.

Finish class discussion – residual plot and extrapolation

Go over the general regression output example plus at least one other example
Your turn! Try regression analysis in R/Rcmdr. Two examples with commands below.

Regression Commands in Rcmdr:

1. Import data like usual.

2. Make a scatterplot using Graphs>Scatterplot. Turn off the smooth line option. Leave on the least squares line option to get the regression line drawn on your plot. You can do whatever you want with the boxplot option.
3. Obtain the correlations: Statistics> Summaries> Correlation matrix. If you select just 2 variables you will get just their correlation. Selecting 3 or more will result in a matrix containing all the pairwise correlations. Leave the correlation option on Pearson’s correlation!
4. Fitting a regression line: Statistics>Fit models> Linear regression.  Pick your response and explanatory variable and hit Ok. Output will be shown in the Rcmdr window.
5. Obtaining a residual plot:

Method 1:

a. Models> Add observation statistics to data, then select residuals or studentized residuals (you can turn the rest off).  This will add a new column to the data set with the residuals in it.

b. Make a scatterplot of the explanatory variable versus the residuals. Remember to turn off the smooth line option. 

Method 2: 
Models>Graphs>Basic diagnostic plots. This generates four graphs. The first is equivalent to the residual plot. The second is a QQ plot of the residuals. You can ignore the bottom 2 for our class.
Turn-In True/False – last page – This time you can literally take off that back page and give it to me.

Rain/Runoff
An article in the 1998 Journal of Environmental Engineering studied highway runoff in Austin, Texas by looking at the relationship between rainfall volume (in cubic meters) and runoff volume (also in cubic meters) for different locations. The data are in rainrun.txt for you to load into Rcmdr. 
1. How many locations did they record values for?

2. Which variable should be the response and which should be explanatory?

3. Determine whether or not a linear regression model is appropriate. Explain in one sentence how you made this decision.

4. If a linear regression is appropriate, provide the correlation between the variables, and interpret the value.

5. Fit the regression line. Report the estimated regression line.

6. What (average) runoff do you predict for a location with rainfall of 35 cubic meters?

7. What is the residual for a rainfall value of 55?

8. How well does your regression model fit? Look at both R^2 and a residual plot. 
Lichen/Nitrogen

An article in Environmental Monitoring and Assessment in 1993 explored the relationship between NO3 wet desposition (grams per cubic meter) and lichen (% dry weight) in order to try to predict lichen dryness using NO3. The data are in lichen.txt for you to load into Rcmdr.

Determine if a linear regression model is appropriate, and if so, fit the model.  Is linear regression appropriate?

Report the estimated regression line, if appropriate. 
Provide predictions of lichen % dry weight for NO3 values of .63 and .96 if reasonable.

 Comment on how well your regression line does, if you fit one.







Name:

To Turn In: 
Circle your answer, either true or false, for each question.

1. Regression procedures are appropriate for studying a relationship between two categorical variables.











True
False

2. Correlation/association implies causation.





True 
False

3. Correlation coefficients (correlations) range from 0 to 1.



True
False

4. Simple linear regression was developed using a methodology called least squares.
True
False

5. A regression line allows you to make prediction for the explanatory variable based on the response variable.









True
False

6. The slope of a regression line tells you how much you expect the response variable to change on average for each one unit increase in the explanatory variable. (Change can be positive or negative).











True
False

7. R-squared measures how much of the variation in the predictor variable is explained by the linear relationship between the predictor and response.




True
False

8. Residuals are computed by taking the observed value of the response at a given predictor value and subtracting the predicted value of the response at the same predictor value.

True
False

9. A correlation value alone will indicate whether linear regression is appropriate.
True
False

10. A nonlinear relationship between X and Y will always result in a correlation of 0.            

True
False

